SOME ARITHMETIC PROPERTIES OF THE SUM OF PROPER DIVISORS AND THE SUM OF PRIME DIVISORS

PAUL POLLACK

ABSTRACT. For each positive integer $n$, let $s(n)$ denote the sum of the proper divisors of $n$. If $s(n) > 0$, put $s_2(n) = s(s(n))$, and define the higher iterates $s_k(n)$ similarly. In 1976, Erdős proved the following theorem: For each $\delta > 0$ and each integer $K \geq 2$, we have

$$-\delta < \frac{s_{k+1}(n)}{s_k(n)} - \frac{s(n)}{n}$$

for all $1 \leq k < K$, except for a set of $n$ of asymptotic density zero. He also conjectured that

$$\frac{s_{k+1}(n)}{s_k(n)} - \frac{s(n)}{n} < \delta$$

for all $1 \leq k < K$ and all $n$ outside of a set of density zero. This conjecture has proved rather recalcitrant and is known only when $K = 2$, a 1990 result of Erdős, Granville, Pomerance, and Spiro. We reprove their theorem in quantitative form, by what seems to be a simpler and more transparent argument.

Similar techniques are used to investigate the arithmetic properties of the sum of the distinct prime divisors of $n$, which we denote by $\beta(n)$. We show that for a randomly chosen $n$, the integer $\beta(n)$ is squarefree with the same probability as $n$ itself. We also prove the same result with “squarefree” replaced by “abundant”.

Finally, we prove that for either of the functions $f(n) = s(n)$ or $f(n) = \beta(n)$, the number of $n \leq x$ for which $f(n)$ is prime is $O(x/\log x)$. 
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1. Introduction

Let $s(n) = \sum_{d|n, d<n} d$ denote the sum of the proper divisors of $n$. The function $s(n)$ has been of perennial interest in number theory, beginning with the investigations of the ancients into perfect numbers and amicable pairs. If $s(n) > 0$, put $s_2(n) = s(s(n))$, and define the higher iterates $s_k(n)$ similarly. For each natural number $n$, the aliquot sequence at $n$ is $n, s(n), s_2(n), s_3(n), \ldots$, which terminates if the sequence ever hits $0$. For example, the aliquot sequence at $n = 12$ is $12, 16, 15, 9, 4, 3, 1, 0$, while the sequence at $n = 220$ is $220, 284, 220, 284, \ldots$. The following conjecture is a revision due to Dickson [Dic13] of a statement proposed by Catalan [Cat88].

Catalan–Dickson conjecture. For every positive integer $n$, the aliquot sequence at $n$ is bounded. In other words, every aliquot sequence either terminates at $0$ or is eventually periodic.

One way to disprove the Catalan–Dickson conjecture would be to produce an $n$ for which the aliquot sequence at $n$ is strictly increasing. It is not clear whether we should expect there to be any such $n$. However, it was shown by Lenstra (see [Erd76], [Len75]) that for every $K$, there is an $n$ for which the sequence is increasing for the first $K$ steps, that is,

\begin{equation}
1.1 \quad n < s(n) < s(s(n)) < \cdots < s_K(n).
\end{equation}

If the sequence is increasing in its first step, that is, if $s(n) > n$, then $n$ is said to be abundant. It is easy to see that a positive proportion of all numbers are abundant; for instance, all proper multiples of 6 have this property. In fact, the set of abundant numbers possesses an asymptotic density, and this density is slightly less than $\frac{1}{4}$ (see [Kob10], [Kob14] for recent work on the problem of computing this density). The following remarkable sharpening of Lenstra’s result was proved by Erdös [Erd76].

Proposition 1.1. Fix a positive integer $K$. Then (1.1) holds for all abundant numbers $n$, except for a set of density zero.

Erdös deduced Proposition 1.1 from another result, of interest in its own right:

Proposition 1.2. Fix a positive integer $K$, and fix a real number $\delta > 0$. Then for all $n$ outside of a set of asymptotic density zero, we have

$$\frac{s_{k+1}(n)}{s_k(n)} - \frac{s(n)}{n} \geq -\delta \quad \text{for all } 1 \leq k < K.$$ 

In the same paper, Erdös proposed the following conjecture, which is a natural dual of Proposition 1.2. (His initial claims to possess a proof were retracted in [EGPS90].)
**Conjecture 1.3.** Fix an integer $K \geq 2$. Let $\delta > 0$. Then for all $n$ outside of a set of asymptotic density zero, we have

$$\frac{s_{k+1}(n)}{s_k(n)} - \frac{s(n)}{n} \leq \delta \quad \text{for all } 1 \leq k < K.$$ 

This conjecture seems rather difficult and is known to hold only in the single case $K = 2$, a result of Erdős, Granville, Pomerance, and Spiro [EGPS90, Theorem 5.1]. The primary objective of this article is to present a new proof of their result in a sharper, quantitative form. For $x > 0$, let $\log_1 x = \max\{1, \log x\}$, and let $\log_k$ denote the $k$th iterate of $\log_1$.

**Theorem 1.4.** Let $x \geq 1$. For all but $O(x(\log_3 x)^2/(\log_2 x)^{1/4})$ positive integers $n \leq x$, we have

$$\frac{s(s(n))}{s(n)} - \frac{s(n)}{n} \leq (\log_2 x)^{-1/4}.$$ 

An entirely analogous result, for the $K = 2$ case of Proposition 1.2 rather than Conjecture 1.3, was established by Kobayashi, Pollack, and Pomerance in the proof of [KPP09, Theorem 7].

In addition to yielding a quantitative result, our proof of Theorem 1.4 is simpler than the original argument of Erdős et al. [EGPS90]. For instance, we avoid using any facts about primitive $\alpha$-abundant numbers. For the most part, we use only results belonging to the standard tool chest of elementary analytic number theory. The key ingredient—which seems of independent interest—is a new upper bound on the number of $n \leq x$ for which $s(n)$ possesses a prescribed divisor. We show (Lemma 2.8) that once one throws away a certain set of density zero, the number of remaining $n \leq x$ where $q$ divides $s(n)$ is $O_\varepsilon(x/q^{1-\varepsilon})$, uniformly in a wide range of $q$.

In the same way that Proposition 1.1 follows from Proposition 1.2, the theorem of Erdős–Granville–Pomerance–Spiro implies that if $s(n) < n$, then almost always $s(s(n)) < s(n)$. Using Theorem 1.4 and a result of Toulmonde, we obtain a quantitative version of this result.

**Corollary 1.5.** The number of $n \leq x$ for which $s(n) < n$ but $s(s(n)) \geq s(n)$ is at most

$$x/\exp\left(\left(\frac{1}{10} + o(1)\right)\sqrt{\log_3 x \log_4 x}\right),$$

as $x \to \infty$.

Corollary 1.5 is an analogue of a theorem of Pomerance, who gave an upper bound of the same shape for the number of $n \leq x$ with $s(n) \geq n$ but $s(s(n)) < s(n)$ (see the proof of [Pom77, Theorem 4]).

Similar techniques can be applied to study the sum of the distinct prime factors of $n$, denoted $\beta(n)$. This arithmetic function, and its close relative $B(n) := \sum p^k \| n \, kp$, have been investigated by several authors; see, for example,
To set the stage for our first result about $\beta(n)$, we recall the 1933 theorem of Davenport \cite{Dav33} that $s(n)/n$ has a continuous distribution function.

**Proposition 1.6.** For each real $u$, the set $D(u) := \{n \in \mathbb{N} : \frac{s(n)}{n} \leq u\}$ possesses an asymptotic density $D(u)$. The function $D(u)$ is continuous everywhere and satisfies $D(0) = 0$ and $\lim_{u \to \infty} D(u) = 1$.

Call $D(u)$ the Davenport distribution function. We show that $s(\beta(n))/\beta(n)$ also follows the Davenport distribution.

**Theorem 1.7.** For every real number $u$,

$$
\lim_{x \to \infty} \frac{1}{x} \# \left\{ 1 < n \leq x : \frac{s(\beta(n))}{\beta(n)} \leq u \right\} = D(u).
$$

For example, the probability that $\beta(n)$ is abundant for a randomly chosen $n$ is the same as the probability that $n$ itself is abundant (i.e., just under 25 percent). Note that if we replace $\beta(n)$ with $s(n)$ in Theorem 1.7, then the corresponding result follows from the $K = 2$ cases of Proposition 1.2 and Conjecture 1.3.

We also show that the set of $n$ with $\beta(n)$ squarefree has precisely the same density as the set of squarefree numbers $n$.

**Theorem 1.8.** The set of natural numbers $n$ for which $\beta(n)$ is squarefree has asymptotic density $\frac{6}{\pi^2}$.

Probably Theorem 1.8 has the following $s(n)$-analogue: $n$ is squarefree if and only if $s(n)$ is squarefree, up to a density zero set of exceptions. We do not see how to show this. The reason we succeed in proving Theorem 1.8 is that we have a strong upper bound for the number of $n \leq x$ with $\beta(n)$ divisible by $q$ (Lemma 2.15), valid without any restriction on the size of $q$. It would be very interesting to know if such a completely uniform result could be established for $s(n)$.

We conclude the paper with some results about prime values of $s(n)$ or $\beta(n)$. Let $\pi_{\beta}(x)$ denote the number $n \leq x$ for which $\beta(n)$ is prime. Of course, $\beta(p) = p$ for every prime $p$, so a more natural object of study is the difference $\pi_{\beta}(x) - \pi(x)$ that counts only composite $n$. For these $n$, the prime number theorem suggests that $\beta(n)$ is prime with ‘probability’ $1/\log \beta(n)$. Most of the time, $\beta(n) \approx P(n)$, where $P(n)$ denotes the largest prime factor of $n$. So we are led to predict that

$$
\pi_{\beta}(x) - \pi(x) \approx \sum_{\text{composite } n \leq x} \frac{1}{\log P(n)}.
$$
and this latter sum is known to be $\sim e^\gamma x/\log x$ as $x \to \infty$; see, for example, [Whe90, Theorem 9]. (That paper estimates the sum without the restriction to composite $n$; this is unimportant, since prime $n$ contribute only $O(x/(\log x)^2)$.) We state the resulting conjecture formally.

**Conjecture 1.9.** As $x \to \infty$,

$$\pi_\beta(x) - \pi(x) \sim e^\gamma \frac{x}{\log x}.$$  

Here $\gamma$ is the usual Euler–Mascheroni constant.

One might worry that the reasoning offered for Conjecture 1.9 does not take into account the local distribution of $\beta(n)$. But in fact, $\beta(n)$ is uniformly distributed to small moduli (see Corollary 2.10 below), and this suggests that Conjecture 1.9 does not require any local correction factors. Although Conjecture 1.9 seems difficult, we are able to show an upper bound of the ‘correct’ order.

**Theorem 1.10.** For all $x \geq 2$, we have $\pi_\beta(x) - \pi(x) \ll x/\log x$.

We can also ask about prime values of $s(n)$. Since $s(n)$ is almost always of the same order of magnitude as $n$, our heuristic argument now suggests that $s(n)$ is prime for asymptotically $x/\log x$ values of $n \leq x$. We prove an upper bound of this order, by arguments similar to but more intricate than those offered for Theorem 1.10.

**Theorem 1.11.** For all $x \geq 2$, the number of $n \leq x$ for which $s(n)$ is prime is $O(x/\log x)$.

**Organization.** We clear the ground for the proofs of later results in Section 2. Theorems 1.4 and Corollary 1.5 are proved in Section 3. Proofs of Theorems 1.7 and 1.8 appear in Section 4. Finally, the proofs of Theorems 1.10 and 1.11 are given in Section 5.

**Notation.** We reserve the letter $p$ for a prime variable. Of the two competing notations for the number of divisors of $n$, we pick $\tau(n)$. We let $P(n)$ denote the largest prime factor of $n$, with the understanding that $P(1) = 1$. We use $O$ and $o$-notation, as well as the symbols $\ll$, $\gg$, and $\asymp$, with their usual meanings. Any dependence of implied constants is indicated with subscripts. Other notation will be introduced as necessary.

### 2. Preliminaries

#### 2.1. General results.** We begin our preparation for the proof of Theorem 1.4 with a lemma due to Pomerance.
Lemma 2.1. Let \( x \geq 3 \). Let \( q \) be a positive integer. The number of \( n \leq x \) for which \( q \nmid \sigma(n) \) is
\[
\ll x/(\log x)^{1/\varphi(q)},
\]
uniformly in \( q \).

Proof. If \( q \nmid \sigma(n) \), then there is no prime \( p \equiv -1 \pmod{q} \) which appears in the prime factorization of \( n \) to only the first power. By [Pom77, Theorem 2], the number of such \( n \leq x \) is \( O(x/(\log x)^{1/\varphi(q)}) \). \( \square \)

Lemma 2.1 is complemented by the following crude upper bound on the count of \( n \leq x \) for which \( \sigma(n) \) possesses a given prime divisor.

Lemma 2.2. For each prime \( p \), the number of \( n \leq x \) for which \( p \mid \sigma(n) \) is
\[
\ll \frac{x \log_2 x}{p^{1/2}}.
\]

Proof. If \( p \mid \sigma(n) \), then \( p \mid \sigma(q^e) \) for some prime power \( q^e \) exactly dividing \( n \). If \( e = 1 \), then \( q \equiv -1 \pmod{p} \). By Brun–Titchmarsh and partial summation, the number of \( n \leq x \) divisible by such a prime \( q \) is at most
\[
x \sum_{q \equiv -1 \pmod{p}} \frac{1}{q} \ll \frac{x \log_2 x}{p},
\]
which fits within the asserted upper bound. If \( e \geq 2 \), we notice that \( 2q^e > \sigma(q^e) \geq p \), and so \( n \) has a squarefull divisor exceeding \( \frac{p}{2} \). The number of such \( n \leq x \) is \( O(x/p^{1/2}) \), which is again acceptable for us. \( \square \)

We also need an upper bound on the count of numbers whose prime factors all belong to a specified interval. For each \( x \geq 1 \) and each closed interval \([z, y]\), set
\[
\Psi(x, [z, y]) := \#\{n \leq x : p \mid n \Rightarrow p \in [z, y]\}.
\]

Lemma 2.3. For all \( x \geq y \geq z \geq 2 \), we have
\[
\Psi(x, [z, y]) \ll \frac{x}{\log z} e^{-u/2}, \quad \text{where } u := \frac{\log x}{\log y}.
\]

The proof of Lemma 2.3 requires the following result of Halberstam and Richert [HR79]. We state the result in a form close to the statement in [Ten95, Corollary 5.1, p. 309].

Lemma 2.4. Let \( f \) be a nonnegative-valued multiplicative function. Suppose that there are positive constants \( \lambda_1 \) and \( \lambda_2 \), with \( \lambda_2 < 2 \), so that
\[
f(p^k) \leq \lambda_1 \lambda_2^{k-1}
\]
for all prime powers \( p^k \). Then for all \( x \geq 1 \),
\[
\sum_{n \leq x} f(n) \ll \lambda_1, \lambda_2 x \exp\left(\sum_{p \leq x} \frac{f(p) - 1}{p}\right).
\]
Proof of Lemma 2.3. We follow closely the proof of [Ten95, Theorem 1, p. 359]. We can suppose that $y \geq 11$, otherwise $\Psi(x, [z, y]) = O((\log x)^4)$, whereas the asserted upper bound is $\gg x^{1/4}$. Let $\chi(n)$ denote the characteristic function of those $n$ all of whose prime factors belong to $[z, y]$. Then for any $\alpha > 0$,

\begin{equation}
\Psi(x, [z, y]) = \sum_{n \leq x} \chi(n) \leq x^{3/4} + \sum_{x^{3/4} < n \leq x} \chi(n) \\
\leq x^{3/4} + x^{-3\alpha/4} \sum_{n \leq x} \chi(n)n^{\alpha}.
\end{equation}

Now let $\alpha = 2/(3 \log y)$. We estimate the sum on the right of (2.1) by applying Lemma 2.4 with $f(n) = \chi(n)n^{\alpha}$. Then $f(p^k) = 0$ if $p \notin [z, y]$, while if $p \in [z, y]$, then $f(p^k) = p^{k\alpha} \leq \exp(2k/3)$. This shows that the hypotheses of Lemma 2.4 are satisfied with $\lambda_1 = \lambda_2 = \exp(2/3) = 1.947 \ldots$. Hence,

$$
\sum_{n \leq x} \chi(n)n^{\alpha} \ll x \exp \left( -\sum_{p \leq z} \frac{1}{p} \right) \exp \left( \sum_{z \leq p \leq y} \frac{p^{\alpha} - 1}{p} \right) \ll \frac{x}{\log z} \exp \left( \sum_{z \leq p \leq y} \frac{p^{\alpha} - 1}{p} \right).
$$

For our choice of $\alpha$, we have $\alpha \log p \ll 1$ for $p \leq y$, and so $p^{\alpha} - 1 \ll \alpha \log p$. Thus, $\sum_{z \leq p \leq y} \frac{p^{\alpha} - 1}{p} \ll \alpha \sum_{p \leq y} \frac{\log p}{p} \ll \alpha \log y \ll 1$. We conclude that $\sum_{n \leq x} \chi(n)n^{\alpha} \ll x/\log z$. Inserting this back into (2.1) and remembering the definition of $\alpha$, we find that

\begin{equation}
\Psi(x, [y, z]) \ll x^{3/4} + \frac{x}{\log z} e^{-u/2}.
\end{equation}

Since $y \geq 11$ and $x \geq z$, we see that $\frac{x}{\log z} e^{-u/2} \geq \frac{x}{\log x} \frac{e^{-1/(2 \log 11)}}{x^{0.79}} \gg x^{0.79}$, and so the second term in (2.2) dominates. This completes the proof of the lemma.

The case $z = 2$ is of special importance. The integers counted by $\Psi(x, [2, y])$ are called $y$-smooth (or $y$-friable), and $\Psi(x, [2, y])$ is usually abbreviated to $\Psi(x, y)$. While Lemma 2.3 would suffice in our applications, some of the arguments run more smoothly if we allow ourselves the following upper bound estimate of de Bruijn (see [dB66, Theorem 2]).

**Proposition 2.5.** Let $x \geq y \geq 2$ satisfy $(\log x)^2 \leq y \leq x$. Whenever $u := \frac{\log x}{\log y} \to \infty$, we have

$$
\Psi(x, y) \leq x/u^u + o(u).
$$
2.2. Sums of divisors. For the rest of this paper, $x$ always denotes a real number satisfying $x \geq 3$, and $\mathcal{E}(x)$ denotes the set

\[(2.3) \quad \mathcal{E}(x) := \{ n \leq x : P(n) \leq x^{1/\log_3 x} \text{ or } P(n)^2 \mid n \}. \]

**Lemma 2.6.** We have $\# \mathcal{E}(x) \ll x/(\log_2 x)^4$.

**Proof.** If $n \in \mathcal{E}(x)$, then either $P(n) \leq x^{1/\log_3 x}$ or $P(n) > x^{1/\log_3 x}$ and $P(n)^2 \mid n$. The number of $n \leq x$ for which the former possibility holds is $O(x/(\log_2 x)^4)$ by Proposition 2.5. The number of $n \leq x$ for which the latter holds is $\ll x \sum_{p > x^{1/\log_3 x}} p^{-2} \ll x \exp(-\log x/\log_3 x)$, and this is also $O(x/(\log_2 x)^4)$. \[ \square \]

**Lemma 2.7.** Let $q$ be a natural number with $q \leq x^{1/2 \log_3 x}$. The number of $n \leq x$ not belonging to $\mathcal{E}(x)$ for which $q$ divides $s(n)$ is

\[\ll \frac{\tau(q)}{\varphi(q)} \cdot x \log_3 x.\]

**Proof.** Since $n \not\in \mathcal{E}$, we can write $n = Pm$, where $P := P(n) > x^{1/\log_3 x}$ and $P \nmid m$. This factorization of $n$ induces a factorization $q = q_1q_2$ of $q$, where $q_1 := \gcd(q, s(m))$ and $q_2 := q/q_1$. Our strategy is to count the number of $n \leq x$ for which $q$ divides $s(n)$ and where $n$ corresponds to a fixed factorization $q = q_1q_2$. At the end of the proof, we sum over all possible factorizations $q_1q_2$ of $q$.

Since $q$ divides $s(Pm) = Ps(m) + \sigma(m)$, we see that $q_1 \mid \sigma(m)$, and so also $q_1 \mid \sigma(m) - s(m) = m$.

Also, $q_2 = q/\gcd(q, s(m))$ is coprime to $s(m)/\gcd(q, s(m)) = s(m)/q_1$, and so the congruence

\[P \frac{s(m)}{q_1} \equiv -\frac{\sigma(m)}{q_1} \pmod{q_2}\]

places $P$ in a uniquely determined residue class modulo $q_2$. Moreover,

\[P \leq x/m, \quad \text{so that in particular, } x/m > x^{1/\log_3 x}.\]

By Brun–Titchmarsh [HR74, Theorem 3.8, p. 110], the number of choices of $P$ given $m$ is

\[\ll \frac{x/m}{\varphi(q_2) \log \frac{x}{mq_2}} \ll \frac{x \log_3 x}{m \varphi(q_2) \log x},\]

where we have used that $\frac{x}{mq_2} \geq \frac{x}{m} \geq x^{1/\log_3 x} q^{-1} \geq x^{1/\log_3 x}$. Summing on $m \leq x^{1-\frac{1}{\log_3 x}}$ that are multiples of $q_1$ shows that the number of possible values of $n = mP$ is

\[\ll \frac{x \log_3 x}{q_1 \varphi(q_2)}.\]
Finally, we sum over possible factorizations \( q = q_1 q_2 \). We have that
\[
\sum_{q_1 q_2 = q} \frac{1}{q_1 \varphi(q_2)} = \frac{1}{q} \sum_{q_2 \mid q} \frac{q_2}{\varphi(q_2)} \leq \frac{1}{q} \left( \tau(q) \frac{q}{\varphi(q)} \right) = \frac{\tau(q)}{\varphi(q)},
\]
using in the second step that \( q_2/\varphi(q_2) \leq q/\varphi(q) \) for every \( q_2 \) dividing \( q \). Collecting the above estimates completes the proof. \( \square \)

**Lemma 2.8.** Let \( q \) be a natural number with \( q \leq x^{\frac{1}{2\log_3 x}} \). Let \( \varepsilon > 0 \). The number of \( n \leq x \) not belonging to \( \mathcal{E}(x) \) for which \( q \) divides \( s(n) \) is
\[
\ll \varepsilon x/q^{1-\varepsilon}.
\]

**Proof.** If \( q > \sqrt{\log_2 x} \), this follows from Lemma 2.7 and the known results on the minimal order of \( \varphi \) [HW08, Theorem 327, p. 352] and the maximal order of \( \tau \) [HW08, Theorem 315, p. 343]. Suppose that \( q \leq \sqrt{\log_2 x} \). We can assume that \( q \mid \sigma(n) \), since Lemma 2.1 implies that the number of exceptional \( n \leq x \) is \( \ll x/\exp(\sqrt{\log_2 x}) \ll x/q \). But if \( q \mid \sigma(n) \) and \( q \mid s(n) \), then \( q \mid n \), and the number of these \( n \leq x \) is \( O(x/q) \). \( \square \)

### 2.3. Sums of prime divisors

We require results on the distribution of \( \beta(n) \) in arithmetic progressions. Many of these were noted by Hall, who made an extensive study of the frequency with which \( n \) and \( \beta(n) \) are relatively prime [Hal70], [Hal71], [Hal72].

The following proposition is a weak consequence of a theorem of Halász [Hal68, Satz 2]; for several related results, see [Ell79, Chapter 9].

**Proposition 2.9.** Let \( f \) be a multiplicative function. Suppose that for a certain positive integer \( k \), one has \( f(n)^k = 1 \) for all \( n \). If \( \sum_{p: f(p) \neq 1} \frac{1}{p} \) diverges, then \( f \) has mean value zero.

**Corollary 2.10.** Fix a positive integer \( q \). The values \( \beta(n) \) are equidistributed modulo \( q \). More precisely, for each \( a \), the density of \( n \) with \( \beta(n) \equiv a \pmod{q} \) is \( \frac{1}{q} \).

**Proof.** By the orthogonality relations for additive characters mod \( q \), the number of \( n \leq x \) with \( \beta(n) \equiv a \pmod{q} \) is given by
\[
\left\lfloor \frac{x}{q} \right\rfloor + \frac{1}{q} \sum_{r=1}^{q-1} e^{-2\pi i \frac{ax}{q}} \sum_{n \leq x} e^{2\pi i \frac{r\beta(n)}{q}}.
\]
Thus, it suffices to show that whenever \( \zeta \neq 1 \) is a \( q \)th root of unity, the function \( f(n) := \zeta^{\beta(n)} \) has mean value zero. Since \( \beta \) is an additive function, \( f \) is multiplicative. Moreover, \( f(p) \neq 1 \) as long as \( p \) does not divide \( q \). Since \( \sum_p 1/p \) diverges, the corollary follows from Proposition 2.9. \( \square \)

The next lemma is a special case of [Hal72, Lemma 1].
Lemma 2.11. For all $q \leq \sqrt{x}$ and all integers $a,$

$$\sum_{\substack{n \leq x \\ n \text{ squarefree} \\ \beta(n) \equiv a \pmod{q}}} 1 \ll \frac{x}{\varphi(q)} + x \frac{\log q}{\log x}.$$ 

Sacrificing some uniformity in $q,$ we can remove the restriction in Lemma 2.11 to squarefree $n.$

Lemma 2.12. For all $q \leq x^{1/4}$ and all integers $a,$

$$(2.4) \sum_{\substack{n \leq x \\ \beta(n) \equiv a \pmod{q}}} 1 \ll \frac{x}{\varphi(q)} + x \frac{\log q}{\log x}.$$ 

Proof. Write $n = n_1n_2,$ where $n_1$ is squarefree, $n_2$ is squarefull, and $n_1$ and $n_2$ are coprime. We can assume that $n_2 \leq x^{1/2},$ since the count of $n \leq x$ possessing a squarefull divisor exceeding $x^{1/2}$ is $O(x^{3/4}),$ which is dominated by the right-hand side of (2.4). Now $\beta(n) = \beta(n_1) + \beta(n_2).$ Moreover, $q \leq x^{1/4} \leq \sqrt{x/n_2},$ and so the number of $n \leq x$ with $\beta(n) \equiv a \pmod{q}$ corresponding to a given value of $n_2$ is at most

$$\sum_{\substack{n_1 \leq x/n_2 \\ n_1 \text{ squarefree} \\ \beta(n_1) \equiv a - \beta(n_2) \pmod{q}}} 1 \ll \frac{x/n_2}{\varphi(q)} + \frac{\log q}{n_2 \log (x/n_2)} \ll \frac{x}{n_2 \varphi(q)} + \frac{x \log q}{n_2 \log x}.$$ 

Summing over squarefull $n_2 \leq x^{1/4}$ completes the proof.

\[\square\]

The next result is an easy variant of [Hal72, Lemma 1]. We include the short proof. Recall the definition (2.3) of $E = E(x).$

Lemma 2.13. Let $q$ be a positive integer. The number of $n \in (1, x]$ not belonging to $E$ for which $q$ divides $\beta(n)$ is

$$\ll \frac{x (\log x)^2}{q}.$$ 

Proof. Suppose that $n \in (1, x]$ and that $n \notin E(x).$ Write $n = mP,$ where $P = P(n).$ Suppose that $q$ divides $\beta(n).$ Then

$$q \leq \beta(n) \leq P \omega(n) \leq 2P \log x \leq 2 \frac{x}{m} \log x,$$

and so $mq \leq 2x \log x.$ Since $n$ does not belong to $E,$ we have that $P \nmid m,$ and $\beta(n) = P + \beta(m).$ Thus, $P \equiv -\beta(m) \pmod{q}.$ So given $m,$ the number of possibilities for $P \leq x/m$ is trivially at most

$$\frac{x}{mq} + 1 = \frac{x}{mq} \left(1 + \frac{mq}{x}\right) \ll \frac{x \log x}{mq}.$$ 

Summing over $m \leq x$ gives the estimate of the lemma. \[\square\]
The following result is an analogue of Lemma 2.7 from the preceding section.

**Lemma 2.14.** Let \( q \) be a positive integer with \( q \leq x^{\frac{1}{2\log_3 x}} \). The number of \( n \in (1, x] \) not belonging to \( \mathcal{E} \) for which \( q | \beta(n) \) is

\[
\ll \frac{x \log_3 x}{\varphi(q)}.
\]

**Proof (sketch).** Write \( n = mp \), where \( P = P(n) \). Since \( n \notin \mathcal{E} \), we see that \( x/m \geq P > x^{1/\log_3 x} \) and that \( P \nmid m \). So if \( q | \beta(n) \), then \( P \equiv -\beta(m) \pmod{q} \).

To complete the proof, we apply Brun–Titchmarsh in the same way as in the proof of Lemma 2.7. \( \square \)

Assembling the preceding estimates yields the following ‘master result’. Note that unlike Lemma 2.8, the following result holds without any restriction on the size of \( q \).

**Lemma 2.15.** Let \( q \) be a positive integer. For each \( \varepsilon > 0 \), the number of \( n \in (1, x] \) not belonging to \( \mathcal{E} \) for which \( q | \beta(n) \) is

\[
\ll \varepsilon x/q^{1-\varepsilon}.
\]

**Proof.** For \( q \leq \log x \), this follows from Lemma 2.12. For \( \log x < q \leq \exp(\sqrt{\log x}) \), we apply Lemma 2.14. Finally, if \( q > \exp(\sqrt{\log x}) \), this is a consequence of Lemma 2.13. \( \square \)

### 3. Abundancy of \( s(n) \) versus \( s(s(n)) \)

#### 3.1. Proof of Theorem 1.4.

We start by noting that \( \frac{\sigma(m)}{m} = \sum_{d|m} \frac{1}{d} \) for every positive integer \( m \). Let \( y = x^{1/\log_3 x} \). As long as \( n > 1 \) (so that \( s(n) > 0 \)), we have

\[
\frac{s(s(n))}{s(n)} - \frac{s(n)}{n} = \frac{\sigma(s(n))}{s(n)} - \frac{\sigma(n)}{n}
\]

\[
= \sum_{d|s(n)} \frac{1}{d} - \sum_{d|n} \frac{1}{d} \leq \Sigma_1(n; x) + \Sigma_2(n; x),
\]

where we define

\[
\Sigma_1(n; x) := \sum_{\substack{d|s(n), d^n \leq y^{1/2} \atop d \leq y^{1/2}}} \frac{1}{d}, \quad \text{and} \quad \Sigma_2(n; x) := \sum_{\substack{d|s(n), d^n \leq y^{1/2} \atop d > y^{1/2}}} \frac{1}{d}.
\]

It turns out that \( \Sigma_2(n; x) \) is always quite small. To see this, observe that \( s(n) = \sum_{d|n, d < n} d < n\pi(n) \leq n^2 \leq x^2 \) and that any number not exceeding \( x^2 \) has at most

\[
\exp \left( (\log 2 + o(1)) \frac{\log(x^2)}{\log_2(x^2)} \right)
\]
divisors, as \(x \to \infty\) (see [HW08, Theorem 317, p. 345]). Thus,

\[
\Sigma_2(n; x) \leq y^{-1/2} \tau(s(n)) < y^{-1/3} < \frac{1}{2} (\log_2 x)^{-1/4},
\]

once \(x\) is sufficiently large.

To complete the proof of Theorem 1.4, it is enough to show that

\[
(3.1) \quad \Sigma_1(n; x) \leq \frac{1}{2} (\log_2 x)^{-1/4}
\]

for all but \(O(x(\log_3 x)^2/(\log_2 x)^{1/4})\) values of \(n \leq x\). In counting exceptions to (3.1), we may assume that \(n \notin E(x)\), since \(#E(x) = O(x/(\log_2 x)^4)\). We may also assume that \(n \notin E'(x)\), where

\[
E'(x) := \{n \leq x : \text{there is a } d \leq \sqrt{\log_2 x} \text{ with } d \nmid \sigma(n)\}.
\]

Indeed, from Lemma 2.1,

\[
\#E'(x) \ll \sum_{d \leq \sqrt{\log_2 x}} \frac{x}{(\log x)^{1/\varphi(d)}} \leq \frac{x}{(\log x)^{1/\sqrt{\log_2 x}}} \sum_{d \leq \sqrt{\log_2 x}} \frac{1}{d} \ll x/\exp\left(\frac{1}{2} (\log_2 x)^{1/2}\right),
\]

which is negligible. Now the number of \(n \leq x\) not belonging to \(E\) or \(E'\) for which (3.1) fails is at most

\[
(3.2) \quad 2(\log_2 x)^{1/4} \sum_{n \leq x, n \notin E \cup E'} \Sigma_1(n; x).
\]

To estimate the sum in (3.2), we notice that

\[
\sum_{n \leq x, n \notin E \cup E'} \Sigma_1(n; x) = \sum_{d \leq y^{1/2}} \frac{1}{d} \sum_{n \leq x, n \notin E \cup E'} 1 \leq \sum_{(\log_2 x)^{1/2} < d \leq y^{1/2}} \frac{1}{d} \sum_{n \leq x, n \notin E} 1.
\]

In the second step, we have used that \(n \notin E'\), so that each \(d \leq \sqrt{\log_2 x}\) either divides both of \(s(n)\) and \(n\) or neither. By Lemma 2.7,

\[
(3.3) \quad \sum_{(\log_2 x)^{1/2} < d \leq y^{1/2}} \frac{1}{d} \sum_{n \leq x, n \notin E} 1 \ll x \log_3 x \sum_{d > (\log_2 x)^{1/2}} \frac{\tau(d)}{d \varphi(d)}.
\]

We will estimate the remaining sum by partial summation. For every \(t \geq 1\), put

\[
S(t) = \sum_{d \leq t} \tau(d) \frac{d}{\varphi(d)}.
\]
Define an auxiliary arithmetic function $g$ so that $\tau(d) \frac{d}{\varphi(d)} = \sum_{r|d} g(r)$ for every $d$. We easily compute that on primes $p$, we have $g(p) = \frac{p}{\varphi(p)} - 1$ and $g(p^k) = \frac{p}{\varphi(p)}$ for $k \geq 2$. In particular, $g$ is nonnegative, and so

$$S(t) = \sum_{d \leq t} \sum_{r|d} g(r) \leq t \sum_{r \leq t} g(r) \frac{r}{t} \leq t \prod_{p \leq t} \left(1 + \frac{g(p)}{p} + \frac{g(p^2)}{p^2} + \cdots \right) \leq t \exp \left(\sum_{p \leq t} \sum_{k=1}^{\infty} \frac{g(p^k)}{p^k} \right).$$

Since $g(p)/p = 1/p + O(1/p^2)$ while $g(p^k)/p^k \ll p^{-k}$ for $k \geq 2$, we find that

$$\sum_{p \leq t} \sum_{k=1}^{\infty} \frac{g(p^k)}{p^k} \leq 1/p + O(1/p^2),$$

and so

$$\sum_{p \leq t} \sum_{k=1}^{\infty} \frac{g(p^k)}{p^k} \leq \log_2 t + O(1).$$

Inserting this into (3.4) shows that $S(t) \ll t \log t$ for $t \geq 2$, and so

$$\sum_{d>(\log x)^{1/2}} \frac{\tau(d)}{d \varphi(d)} = \int_{(\log x)^{1/2}}^{\infty} \frac{1}{t^2} \, dt \ll \int_{(\log x)^{1/2}}^{\infty} \frac{\log t}{t^2} \, dt \ll \frac{\log_3 x}{(\log_2 x)^{1/2}}.$$ 

Hence, the right-hand side of (3.3) is $O(x(\log_3 x)^2/(\log_2 x)^{1/2})$, and the expression (3.2) is $O(x(\log_3 x)^2/(\log_2 x)^{1/4})$, as desired.

**Remark.** In his 1976 article [Erd76], Erdős briefly sketches his own proof of the $K = 2$ case of Conjecture 1.3. He remarks that this is a simple consequence of the following result:

**Erdős’s Lemma 4.** To every $\varepsilon > 0$, there is an $\ell$ so that for all $x$,

$$\sum_{1 < n \leq x \atop p|s(n) \atop p > \ell} \frac{1}{p} < \varepsilon x.$$

Concerning this lemma, he writes:

Unfortunately, I have at present only a very messy proof of the lemma and this is the reason that I suppress it. I am fairly sure that an elegant and simple proof exists.

Erdős’s Lemma 4 follows from quickly from our methods: One discards $n \in \mathcal{E}(x)$ and restricts the inner sum to $p \leq y^{1/2}$. For large $x$, this changes the double sum by at most $\varepsilon x/2$. That the remaining sum is $< \varepsilon x/2$, if $\ell$ was initially chosen large, follows from Lemma 2.8.

---

1 Erdős allows $n = 1$ in the double sum, but this is a typo.
3.2. Proof of Corollary 1.5. We need a result of Toulmonde that is contained in the proof of [Tou06, Théorème 1]; see especially pp. 382–383 and his remarks in §10.

Proposition 3.1. Fix a number \( \rho \) in the range of \( \sigma(n)/n \). Then for all \( t \) sufficiently large (where ‘large’ may depend on \( \rho \)) and all \( x \geq 1 \), the number of \( n \leq x \) for which \( \sigma(n)/n \in [\rho - 1/t, \rho) \) is

\[
\ll x/\exp\left(\frac{1}{5} \sqrt{\log t \log_2 t}\right).
\]

Proof of Corollary 1.5. Suppose \( n \leq x \), that \( s(n) < n \), and that \( s(s(n)) \geq s(n) \). If \( s(n)/n < 1 - (\log_2 x)^{-1/4} \), then \( n \) is in the exceptional set counted by Theorem 1.4. The number of these \( n \) is \( O(x/\exp(15\sqrt{\log_2 x} \log_2 t)) \), which fits within the upper bound claimed in Corollary 1.5. In the opposite case, the asserted upper bound follows from Proposition 3.1 with \( \rho = 2 \) and \( t = (\log_2 x)^{1/4} \). (Certainly \( \rho = 2 \) is in the range of \( \sigma(n)/n \), since \( \sigma(6) = 2 \cdot 6 \).) \( \square \)

4. Abundant and squarefree values of \( \beta(n) \)

4.1. The abundancy of \( \beta(n) \). Our task is to show that \( s(n)/n \) and \( s(\beta(n))/\beta(n) \) have the same distribution. We reformulate this problem in terms of \( h(n) \) and \( h(\beta(n)) \), where \( h(n) := \frac{n}{\sigma(n)} \). This ends up being simpler, since \( h \) is multiplicative and universally bounded between 0 and 1. Define the distribution function

\[
\tilde{D}(u) := \lim_{x \to \infty} \frac{1}{x} \# \{ n \leq x : h(n) \leq u \},
\]

and note that Davenport’s function \( D(u) \) satisfies the relation \( D(u) = 1 - \tilde{D}(u+1)^{-1} \). Let

\[
F(u) := \lim_{x \to \infty} \frac{1}{x} \# \{ n \leq x : \frac{s(\beta(n))}{\beta(n)} \leq u \} \quad \text{and} \quad \tilde{F}(u) := \lim_{x \to \infty} \frac{1}{x} \# \{ n \leq x : h(\beta(n)) \leq u \}.
\]

We will show that \( \tilde{F}(u) = \tilde{D}(u) \) for every \( u \). Theorem 1.7 follows in view of the relation \( F(u) = 1 - \tilde{F}((u+1)^{-1}) \).

We use the method of moments as described, for example, in the textbook of Billingsley (see especially [Bil95, Theorems 30.1 and 30.2, pp. 388–390]). Since both \( h(n) \) and \( h(\beta(n)) \) are bounded between 0 and 1, to show that \( \tilde{F} = \tilde{D} \), it is enough to show that their sequences of moments agree. Equivalently, it suffices to show that for every positive integer \( k \),

\[
\lim_{x \to \infty} \frac{1}{x} \sum_{1 < n \leq x} h(n)^k = \lim_{x \to \infty} \frac{1}{x} \sum_{1 < n \leq x} h(\beta(n))^k.
\]
For each $k$, the left-hand limit is straightforward to determine by a direct calculation, already carried out in [Pol14]: Define an arithmetic function $g$ so that

$$h(n) = \sum_{d|n} g(d)$$

for every natural number $n$. Then

$$\lim_{x \to \infty} \frac{1}{x} \sum_{1<n \leq x} h(n)^k = \mu_k,$$

where $\mu_k$ is given by the convergent sum

$$\mu_k := \sum_{d_1,...,d_k} \frac{g(d_1) \cdots g(d_k)}{\text{lcm}[d_1,\ldots,d_k]},$$

and the sum is taken over all $k$-tuples of positive integers $d_1,\ldots,d_k$ [Pol14, Lemma 2.2]. So the proof of Theorem 1.7 has been reduced to establishing the following result.

**Lemma 4.1.** For each positive integer $k$,

$$\lim_{x \to \infty} \frac{1}{x} \sum_{1<n \leq x} h(\beta(n))^k = \mu_k,$$

where $\mu_k$ is defined by (4.2).

**Proof.** In estimating $\sum_{1<n \leq x} h(\beta(n))^k$, we may ignore the contribution from $n \in \mathcal{E}(x)$. Indeed, since $0 \leq h \leq 1$ and $\#\mathcal{E}(x) = o(x)$, removing the terms $n \in \mathcal{E}(x)$ changes the sum by only $o(x)$. Using a ′ to denote a sum restricted to $n \notin \mathcal{E}(x)$, we find that

$$\frac{1}{x} \sum'_{1<n \leq x} h(\beta(n))^k = \frac{1}{x} \sum'_{1<n \leq x} \left( \sum_{d|\beta(n)} g(d) \right)^k$$

$$= \frac{1}{x} \sum_{d_1,...,d_k} g(d_1) \cdots g(d_k) \sum'_{1<n \leq x, \text{lcm}[d_1,\ldots,d_k]|\beta(n)} 1.$$  

Let $w$ be a large, fixed positive integer. Consider the contribution to (4.3) from tuples $(d_1,\ldots,d_k)$ with some $d_i > w$. This contribution is bounded in absolute value by

$$\frac{1}{x} \sum_{d_1,...,d_k \text{ some } d_i > w} |g(d_1)| \cdots |g(d_k)| \sum'_{1<n \leq x, \text{lcm}[d_1,\ldots,d_k]|\beta(n)} 1.$$
Recalling the definition (4.1) of $g$, we calculate that for each prime $p$ and each integer $e \geq 1$,

$$g(p^e) = \frac{p^e}{\sigma(p^e)} - \frac{p^{e-1}}{\sigma(p^{e-1})} = -\frac{p^{e-1}}{\sigma(p^e)\sigma(p^{e-1})},$$

so that $|g(p^e)| \leq p^{-e}$. Hence, each $|g(d_i)| \leq d_i^{-1}$. Using Lemma 2.15 with $\varepsilon = \frac{1}{4}$, we find that (4.4) is

$$\ll \sum_{d_i > w} \frac{1}{d_1 \cdots d_k \cdot \text{lcm}[d_1, \ldots, d_k]^{3/4}}.$$

Now $\text{lcm}[d_1, \ldots, d_k] \geq \max\{d_1, \ldots, d_k\} \geq (d_1 \cdots d_k)^{1/k}$, so that

$$\sum_{d_i > w} \frac{1}{d_1 \cdots d_k \cdot \text{lcm}[d_1, \ldots, d_k]^{\frac{3}{4}}} \leq \sum_{d_i > w} \frac{1}{(d_1 \cdots d_k)^{1+\frac{3}{4}}} \ll_k \left( \sum_{d_i > w} \frac{1}{d_1^{1+\frac{3}{4}}} \right) \left( \sum_{d_i \geq 1} \frac{1}{d_1^{1+\frac{3}{4}}} \right)^{k-1} \ll_k \frac{w^{-\frac{3}{4k}}}{x},$$

which tends to 0 with $w$.

Now consider the contribution to (4.3) from tuples $(d_1, \ldots, d_k)$ with each component $d_i \leq w$. By Corollary 2.10, for any such tuple, the inner sum in (4.3) is asymptotic to $x/\text{lcm}[d_1, \ldots, d_k]$, as $x \to \infty$. Note that the restriction to $n \notin \mathcal{E}(x)$ does not affect the asymptotics since $\#\mathcal{E}(x) = o(x)$. Hence, as $x \to \infty$, the contribution to (4.3) from these $d_1, \ldots, d_k$ tends to

$$\sum_{d_1, \ldots, d_k \leq w} \frac{g(d_1) \cdots g(d_k)}{\text{lcm}[d_1, \ldots, d_k]}.$$

This expression can be made arbitrarily close to $\mu_k$ by initially choosing the fixed parameter $w$ large enough.

It follows that both the liminf$_{x \to \infty}$ and limsup$_{x \to \infty}$ of $\frac{1}{x} \sum_{1 < n \leq x} h(\beta(n))^k$ are within $O_k(w^{-3/4k})$ of $\mu_k$. Letting $w \to \infty$ completes the proof. \qed

### 4.2. Squarefree values of $\beta(n)$; proof of Theorem 1.8

Let $w$ be a large, fixed positive integer, and let $W = \prod_{p \leq w} p$. The condition that $\beta(n)$ not be divisible by $p^2$ for any prime $p \leq w$ places $\beta(n)$ into one of $\prod_{p \leq w}(p^2 - 1)$ residue classes modulo $W^2$. By Corollary 2.10 with $q = W^2$, the density of the corresponding set of $n$ is

$$\prod_{p \leq w} \left( 1 - \frac{1}{p^2} \right).$$
By choosing the fixed parameter $w$ large enough, this can be made arbitrarily close to $\frac{6}{\pi^2}$. Thus, it suffices to prove that the upper density of $n$ where $\beta(n)$ is divisible by $p^2$ for some $p > w$ tends to $0$, as $w \to \infty$. Now the number of $n \leq x$ where $\beta(n)$ has a divisor $p^2$ with $p > w$ is at most

$$\#E(x) + \sum_{p > w} \sum_{n \leq x, n \notin E} 1 \ll \#E(x) + x \sum_{p > w} p^{-3/2},$$

using Lemma 2.15 with $q = p^2$ and $\epsilon = \frac{1}{4}$ in the last step. Dividing by $x$ and letting $x \to \infty$, we get that the upper density in question is $\ll \sum_{p > w} p^{-3/2} \ll w^{-1/2}$, which tends to $0$ as $w \to \infty$.

5. Prime values of $\beta(n)$ and $s(n)$

5.1. Proof of Theorem 1.10. For each composite integer $n \leq x$, write $n = mP$, where $P := P(n)$ and $m > 1$. We begin by discarding those $n \leq x$ with $P(n) \leq x^{1/\log x}$ or $P(n)^2 \mid n$; this eliminates only $O(x/\log x)$ integers (see Proposition 2.5). We partition the remaining $n$ as follows. Let $L := \lceil \log x \rceil$, and let $L := \{0, 1/L, 2/L, \ldots, (L - 1)/L\}$. We can find $\lambda = \lambda(n) \in L$ with $\lambda < \log x \leq \lambda + 1/L$; then

$$x^\lambda < m \leq ex^\lambda.$$  

We now fix $\lambda \in L$ and count the corresponding values of $n$; at the end of the argument, we sum over $\lambda$. If $\lambda$ corresponds to at least one value of $n$ under consideration, then

$$x^{1-\lambda} > x/m \geq P > x^{1/\log x},$$

and so we may assume this lower bound on $x^{1-\lambda}$ in what follows. Since both $P$ and $\beta(n) = P + \beta(m)$ are prime, the upper bound sieve (see, e.g., [HR74, Corollary 2.4.1, p. 80]) shows that for a given $m$, the number of possible $P \leq x/m$ is

$$x/m \leq x/(\log x)^2 \prod_{p \mid \beta(m)} \left(1 - \frac{1}{p}\right)^{-1} \leq \frac{x^{1-\lambda}}{(1-\lambda)^2 (\log x)^2} \sum_{d \mid \beta(m)} \frac{1}{d}. \tag{5.1}$$

Since $P(m) \leq P \leq x^{1-\lambda}$, we obtain an upper bound for the number of $n$ corresponding to a given $\lambda$ by summing (5.1) over $m \in (1, ex^\lambda]$ with $P(m) \leq x^{1-\lambda}$. By Cauchy–Schwarz,

$$\sum_{1 < m \leq ex^\lambda \atop P(m) \leq x^{1-\lambda}} \sum_{d \mid \beta(m)} \frac{1}{d} \leq \left( \sum_{1 < m \leq ex^\lambda \atop P(m) \leq x^{1-\lambda}} 1 \right)^{1/2} \left( \sum_{1 < m \leq ex^\lambda \atop P(m) \leq x^{1-\lambda}} \left( \sum_{d \mid \beta(m)} \frac{1}{d} \right)^2 \right)^{1/2}. \tag{5.2}$$
The first sum on the right-hand side of (5.2) is at most \( \Psi(ex^\lambda, x^{1-\lambda}) \). Take first the case when \( \lambda > \frac{1}{2} \). Applying Lemma 2.3 (with \( z = 2 \)), we get that \( \Psi(ex^\lambda, x^{1-\lambda}) \ll x^\lambda e^{-u/2} \), where

\[
 u = \frac{1 + \lambda \log x}{(1 - \lambda) \log x} > \frac{\lambda}{1 - \lambda} > \frac{1}{2(1 - \lambda)}.
\]

Since \( e^{-u/2} \ll u^{-4} \) for \( u \geq 1 \), we conclude that

\[
 \sum_{1 < m \leq ex^\lambda \atop P(m) \leq x^{1-\lambda}} 1 \ll x^\lambda (1 - \lambda)^4.
\]

All of this was obtained under the assumption that \( \lambda > \frac{1}{2} \), but the final estimate is trivially also valid for \( \lambda \leq \frac{1}{2} \).

We now turn to the second parenthesized expression on the right of (5.2). We split this into two pieces:

\[
 (5.3) \quad \sum_{1 < m \leq ex^\lambda} \left( \sum_{d \mid \beta(m) \atop m \in \mathcal{E}(ex^\lambda)} \frac{1}{d} \right)^2 \leq \sum_{1 < m \leq ex^\lambda \atop d \mid \beta(m)} \left( \sum_{1 < m \leq ex^\lambda \atop d \mid \beta(m) \atop m \notin \mathcal{E}(ex^\lambda)} \frac{1}{d} \right)^2 + \sum_{1 < m \leq ex^\lambda \atop d \mid \beta(m) \atop m \notin \mathcal{E}(ex^\lambda)} \left( \sum_{1 < m \leq ex^\lambda \atop d \mid \beta(m)} \frac{1}{d} \right)^2.
\]

It is straightforward to prove that \( \beta(m) \leq m \) for every \( m \) (see, for instance, [Jak12, Theorem 2.3]); so from the maximal order of the sum-of-divisors function (see [HW08, Theorem 323, p. 350]), we see that \( \sum_{d \mid \beta(m) \atop m \in \mathcal{E}(ex^\lambda)} \frac{1}{d} = \sigma(\beta(m))/\beta(m) \ll \log_2(ex^\lambda) \) uniformly for all \( 1 < m \leq ex^\lambda \). So the first piece on the right of (5.3) is

\[
 \ll \#\mathcal{E}(ex^\lambda) \cdot (\log_2(ex^\lambda))^2 \ll x^\lambda.
\]

To handle the second piece, notice that

\[
 \sum_{1 < m \leq ex^\lambda \atop m \notin \mathcal{E}(ex^\lambda)} \left( \sum_{d \mid \beta(m) \atop m \notin \mathcal{E}(ex^\lambda)} \frac{1}{d} \right)^2 = \sum_{d_1, d_2} \frac{1}{d_1 d_2} \sum_{1 < m \leq ex^\lambda \atop m \notin \mathcal{E}(ex^\lambda)} \frac{1}{[d_1, d_2]|\beta(m)} \ll x^\lambda \sum_{d_1, d_2} \frac{1}{d_1 d_2 [d_1, d_2]^{1/2}};
\]

in the last step, we used Lemma 2.15 with \( \varepsilon = \frac{1}{2} \). Since \( \text{lcm}[d_1, d_2] \geq (d_1 d_2)^{1/2} \), the final double sum is bounded by \( (\sum d 1/d^{5/4})^2 \). We conclude that the right-hand side of (5.3) is \( O(x^\lambda) \).

Collecting all of the above estimates, (5.1) and (5.2) yield that the number of \( n \) corresponding to a given \( \lambda \) is

\[
 \ll \frac{x^{1-\lambda}}{(1 - \lambda)^2 (\log x)^2} \cdot (x^\lambda (1 - \lambda)^4)^{1/2} \cdot (x^\lambda)^{1/2} = \frac{x}{(\log x)^2}.
\]

Summing on the \( O(\log x) \) possible values of \( \lambda \) completes the proof.
5.2. Proof of Theorem 1.11. Write \( n = mP \), where \( P := P(n) \). We can assume that \( P > x^{1/\log x} \) and that \( P \nmid m \), since the number of \( n \leq x \) for which either condition fails is \( O(x/(\log x)^{2}) \). Thus,

\[
(5.4) \quad m < x/\exp(\log x/\log_2 x).
\]

Suppose that \( s(n) \) is prime. Then \( m > 1 \). Moreover, \( \gcd(m, \sigma(m)) = 1 \). Indeed,

\[
gcd(m, \sigma(m)) | (P + 1)\sigma(m) - mP = s(n), \quad \text{and} \quad s(n) = Ps(m) + \sigma(m) > \gcd(m, \sigma(m)),
\]

so that \( s(n) \) cannot be prime unless \( \gcd(m, \sigma(m)) = 1 \).

We begin by crudely bounding the number of \( n \) corresponding to a given \( m \). Since \( P \) and \( Ps(m) + \sigma(m) \) are both prime, Brun’s sieve (see [HR74, Theorem 2.4] for the specific formulation used here) shows that given \( m \), the number of possibilities for the prime \( P \leq x/m \) is

\[
(5.5) \quad \ll \frac{x/m}{(\log \frac{x}{m})^2} \prod_{p | s(m)} (1 - 1/p)^{\rho(p)-1} \prod_{p | \sigma(m)} (1 - 1/p)^{-1},
\]

where

\[
\rho(p) := \#\{ u \mod p : us(m) + \sigma(m) \equiv 0 \pmod{p} \}.
\]

Since \( m \) and \( \sigma(m) \) are relatively prime, \( \rho(p) = 0 \) whenever \( p | s(m) \), and the upper bound (5.5) is

\[
(5.6) \quad \ll \frac{x/m}{(\log \frac{x}{m})^2} \prod_{p | s(m)\sigma(m)} (1 + 1/p).
\]

From (5.4), we have \( \log(x/m) > \log x/\log_2 x \). Also, \( \prod_{p | s(m)\sigma(m)} (1 + 1/p) \leq \frac{\sigma(s(m)\sigma(m))}{s(m)s(m)} \). Since \( s(m)\sigma(m) \leq \sigma(m)^2 < x^2 \), we get from the maximal order of the \( \sigma \)-function that \( \frac{\sigma(s(m)\sigma(m))}{s(m)s(m)} \ll \log_2 x \). Thus, the number of \( n \) corresponding to a given \( m \) is

\[
(5.7) \quad \ll \frac{x(\log_2 x)^3}{m(\log x)^2}.
\]

We use the crude upper bound (5.7) to show that we can impose a number of additional assumptions on \( m \). For instance, we can suppose that

\[
(5.8) \quad m \geq \exp(\log x/(\log_2 x)^4),
\]

since summing (5.7) over \( m \) below this bound gives a count of corresponding \( n \) that is \( o(x/\log x) \). We now argue that we can also assume all of

(i) \( \prod_{p \leq \sqrt{\log_2 x}} p \) divides \( \sigma(m) \),

(ii) \( \sum_{p | \sigma(m)} \frac{1}{p} \leq 1 \),

\( p > (\log_2 x)^{10} \).
\[(iii) \sum_{p \mid \sigma(m)} \frac{1}{p} \leq 1.\]

Let \( L = \lceil \log x \rceil \), and choose \( \lambda \in \{0,1/L,\ldots,(L-1)/L\} \) as large as possible with \( m > x^\lambda \). Then \( x^\lambda < m \leq e.x^\lambda \). Let us estimate the contribution to (5.7) from \( m \in (x^\lambda,e.x^\lambda] \) failing at least one of (i), (ii), and (iii). By Lemma 2.1, the number of \( m \in (x^\lambda,e.x^\lambda] \) where (i) fails is

\[
\ll \sum_{d \leq \sqrt{\log x}} x^\lambda / (\log x) \frac{1}{\varphi(d)} \ll x^\lambda \sum_{d \leq \sqrt{\log x}} \exp\left(-\log_2(x^\lambda) / \sqrt{\log_2 x}\right)
\]

\[
\ll x^\lambda / \exp\left(\frac{1}{2} \sqrt{\log_2 x}\right) \ll x^\lambda / (\log_2 x)^4.
\]

To go from the first line to the second, we used that \( x^\lambda \approx m \) and that \( m \) satisfies the lower bound (5.8). From Lemma 2.2, the count of \( m \in (x^\lambda,e.x^\lambda] \) where (ii) fails does not exceed

\[
\sum_{m \leq e.x^\lambda} \sum_{p \mid \sigma(m)} \frac{1}{p} \ll \sum_{m \leq e.x^\lambda} \frac{1}{p} \sum_{p \mid \sigma(m)} 1
\]

\[
\ll x^\lambda \log_2 x \sum_{p \mid \sigma(m)} \frac{1}{p} \ll (\log_2 x)^4.
\]

We proceed similarly to handle (iii). Observe that since \( s(m) < \sigma(m) < x \),

\[
\sum_{p \mid s(m)} \frac{1}{p} \leq \frac{1}{\log x} \sum_{p \mid s(m)} 1 \leq \frac{1}{\log x} \cdot \frac{\log s(m)}{\log_2 x} \leq \frac{1}{\log_2 x}.
\]

So if \( m \) fails (iii), then (assuming \( x \) is large)

\[(5.9) \quad \sum_{p \mid s(m)} \frac{1}{p} \geq \frac{1}{2}.\]

Now the size of the set \( \mathcal{E}(e.x^\lambda) \) is \( O(\log_2 x)^4 \), while the number of \( m \in (x^\lambda,e.x^\lambda] \) satisfying (5.9) and not belonging to \( \mathcal{E}(e.x^\lambda) \) is at most

\[
2 \sum_{m \leq e.x^\lambda} \sum_{p \mid s(m)} \frac{1}{p} = 2 \sum_{(\log_2 x)^{10} < p \leq \log_2 x} \sum_{m \leq e.x^\lambda} \frac{1}{p} \sum_{m \notin \mathcal{E}(e.x^\lambda)} \frac{1}{p} \ll x^\lambda \log_2 x \sum_{p \mid \sigma(m)} \frac{1}{p} \ll (\log_2 x)^9.
\]

Here we applied Lemma 2.7 (with \( x \) replaced by \( e.x^\lambda \) and \( q \) replaced by \( p \)). Collecting everything, we see that the number of \( m \in (x^\lambda,e.x^\lambda] \) failing one of
(i), (ii), and (iii) is $O(x^\lambda / (\log_2 x)^4)$. Summing the bound (5.7) over these $m$, we see that the number of corresponding $n$ is

$$\ll \frac{x(\log_2 x)^3}{(\log x)^2} \cdot \frac{1}{x^\lambda} \cdot \frac{x^\lambda}{(\log_2 x)^4} \ll \frac{x}{(\log x)^2 \log_2 x}.$$ 

Summing over the $O(\log x)$ possible values of $\lambda$ shows that there are $o(x / \log x)$ total values of $n \leq x$ that arise. So we may indeed assume (i), (ii), and (iii).

We complete the proof in the same way as the proof of Theorem 1.10. We continue to assume that $\lambda \in \{0, 1/L, \ldots, (L-1)/L\}$ is chosen so that $\lambda \leq \frac{\log_2 m}{\log x} \leq \lambda + \frac{1}{L}$. Then $P(m) \leq P \leq \frac{x}{m} < x^{1-\lambda}$. So from (5.6), the number of $n$ corresponding to a given $\lambda$ is

$$\ll \frac{x^{1-\lambda}}{(1-\lambda)^2(\log x)^2} \sum'_{m \in (x^\lambda, ex^\lambda]} \prod_{p|s(m)\sigma(m)} \left(1 + \frac{1}{p}\right),$$

where the $'$ on the sum indicates that $m$ satisfies all of the restrictions so far imposed. By (ii) and (iii),

$$\prod_{p|s(m)\sigma(m)} \left(1 + \frac{1}{p}\right) \leq \prod_{p \leq (\log_2 x)^{10}} \left(1 + \frac{1}{p}\right) \prod_{p > (\log_2 x)^{10}} \left(1 + \frac{1}{p}\right) \ll \log_3 x,$$

uniformly for the $m$ appearing above. From (i) and the condition that $m$ is relatively prime to $\sigma(m)$, we know that $m$ has no prime factors up to $\sqrt{\log_2 x}$. It follows that

$$\sum'_{m \in (x^\lambda, ex^\lambda]} \prod_{P(m) \leq x^{1-\lambda}} 1 \leq \Psi\left(ex^\lambda, \left[\sqrt{\log_2 x}, x^{1-\lambda}\right]\right).$$

For $\lambda > \frac{1}{2}$, we may apply Lemma 2.3 to see that

$$\Psi\left(ex^\lambda, \left[\sqrt{\log_2 x}, x^{1-\lambda}\right]\right) \ll \frac{x^\lambda}{\log_3 x} e^{-u/2}, \quad \text{where } u = \frac{\log(ex^\lambda)}{\log(x^{1-\lambda})} \ll \frac{x^\lambda}{\log_3 x} (1-\lambda)^2.$$ 

When $\lambda \leq \frac{1}{2}$, the same estimate holds by an elementary sieve (e.g., inclusion–exclusion is sufficient). Collecting these results, (5.10) is seen to be

$$\ll \frac{x^{1-\lambda}}{(1-\lambda)^2(\log x)^2} \cdot \log_3 x \cdot \frac{x^\lambda}{\log_3 x} (1-\lambda)^2 = \frac{x}{(\log x)^2}.$$ 

Summing on the $O(\log x)$ possible values of $\lambda$ completes the proof of Theorem 1.11.
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