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Abstract. For each of the functions f ∈ {ϕ, σ, ω, τ} and every natural number K, we show
that there are infinitely many solutions to the inequalities f(pn − 1) < f(pn+1 − 1) < · · · <
f(pn+K − 1), and similarly for f(pn − 1) > f(pn+1 − 1) > · · · > f(pn+K − 1). We also
answer some questions of Sierpiński on the digit sums of consecutive primes. The arguments
make essential use of Maynard and Tao’s method for producing many primes in intervals of
bounded length.

1. Introduction

The study of prime numbers goes back thousands of years and contains many deep and
beautiful results. Yet to this day, we have few theorems concerning properties of consecutive
primes. Perhaps the exception that proves the rule is Shiu’s theorem [10] that each coprime
progression a mod q contains arbitrarily long runs of consecutive primes. Results like Shiu’s
have been thin on the ground for a very simple reason; until extremely recently, analytic
number theory had very few tools that could be applied to these problems.

This situation has changed dramatically with the recent breakthrough of Maynard and
Tao on bounded gaps between primes. The first to notice this paradigm shift were Banks–
Freiberg–Turnage-Butterbaugh [1], who gave a strikingly simple re-proof of Shiu’s result using
the Maynard–Tao method. They also showed how the same circle of ideas leads to the solution
of certain longstanding problems of Erdős and Turán about increasing and decreasing runs in
the sequence of prime gaps. See also [8], where under the Generalized Riemann Hypothesis, it
is shown that the Maynard–Tao method produces arbitrarily long runs of consecutive primes
possessing a given primitive root.

The objective of the present paper is to demonstrate how the Maynard–Tao work can be
leveraged to study the behavior of arithmetic functions at consecutive shifted primes. Let
p1 < p2 < p3 < . . . be the sequence of primes in the usual increasing order. The bulk of the
paper is devoted to a proof of the following theorem.

Theorem 1.1. Let f be any of the Euler ϕ-function, the sum-of-divisors function σ, the
function ω counting the number of distinct prime factors, or the count-of-all-divisors function
τ . We prove that for every K, there are infinitely many solutions n to the inequalities

f(pn − 1) < f(pn+1 − 1) < · · · < f(pn+K−1 − 1),

and similarly with all of the inequalities reversed.

We conclude by discussing a function of a rather different nature than those considered in
Theorem 1.1, namely the function sg(n) giving the sum of the base-g digits of n. Since there
is at most one prime p ending in the digit 0, the problems we are interested in are the same
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if we consider sg(p) or sg(p− 1). We will stick to the former, both for reasons of notational
simplicity and for historical precendent.

The following questions were posed by Sierpiński [11] in a four-page 1961 paper. He worked
primarily with g = 10, but we formulate the questions more generally.

Questions. Are there arbitrarily long runs of consecutive primes p on which sg(p) is con-
stant? increasing? decreasing?

In this direction, Sierpiński noted that sg(pn) < sg(pn+1) infinitely often, as a conse-
quence of the easy fact that sg(pn) is unbounded. A year later, Erdős [4] showed the
(much more difficult) complementary result that sg(pn) > sg(pn+1) infinitely often. Nei-
ther of these authors could prove a corresponding result for pn, pn+1, and pn+2. However,
assuming Dickson’s prime k-tuples conjecture, Sierpiński (op. cit.) showed that infinitely
often s10(pn) > s10(pn+1) > s10(pn+2). Under the same hypothesis, he also showed that
s10(pn) = s10(pn+1) infinitely often. At the end of his article, Sierpiński communicates a
claim of Schinzel that, assuming “Hypothesis H” (described in [9]), all three questions have
an affirmative answer. (Schinzel’s argument appears to have never been published.) We prove
this without any unproved hypothesis in the final section of this paper.

Notation. The letter p always represents a prime. Similarly, pn always represents the nth
term in a sequence of primes, but not always the nth term in the full sequence of primes.
We use logk for the k-fold iterated logarithm. An example of nonstandard notation is our use
of %(n) :=

∑
pe‖n e for the count of primes dividing n with multiplicity. (The more standard

notation, Ω(n), conflicts with our notation for the Maynard–Tao sample space.)

2. Preliminaries

2.1. Review of the Maynard–Tao approach. Since our work relies crucially on the
method of Maynard and Tao, we say a few words about the basic set up. Let H :=
{h1, h2, . . . , hk} denote a fixed admissible k-tuple, i.e., a list of k distinct integers that does
not occupy all of the residue classes modulo p for any prime p. The Hardy–Littlewood prime
k-tuples conjecture then predicts that there are infinitely many n for which the shifted tu-
ple n + h1, . . . , n + hk consists entirely of primes. This is currently beyond reach, but the
Maynard–Tao work allows us to find values of n for which the tuple n+h1, . . . , n+hk contains
several prime elements.

We let N be large, and we look for our n in the dyadic interval [N, 2N). We consider only
n satisfying a mild congruence condition. Let

W :=
∏

p≤log3N

p,

and choose an integer ν so that

(2.1) gcd(ν + hi,W ) = 1 for all 1 ≤ i ≤ k;

the existence of such a ν follows from the admissibility of H. We will restrict attention to n
satisfying n ≡ ν (mod W ). For our purposes, one should think of this condition on n as a
sort of “pre-sieving” — we are allowed to specify in advance the mod p behavior of n at all
small primes p.
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Let w(n) denote nonnegative weights (to be chosen momentarily), and let χP denote the
characteristic function of the set P of prime numbers. We consider the sums

S1 :=
∑

N≤n<2N
n≡ν (mod W )

w(n) and S2 :=
∑

N≤n<2N
n≡ν (mod W )

(
k∑
i=1

χP(n+ hi)

)
w(n).

The fraction S2/S1 is a weighted average of the number of primes among n+ h1, . . . , n+ hk,
where the average is taken over the sample space

Ω := {N ≤ n < 2N : n ≡ ν (mod W )}.
Consequently, if S2 > (K − 1)S1 for the positive integer K, then at least K of the numbers
n+ h1, . . . , n+ hk are primes, for some n ∈ Ω.

For this strategy to bear fruit, one needs to select weights w(n) so that the sums S2 and S1

can be estimated by the tools of asymptotic analysis, and so that the resulting ratio S2/S1

is large. Finding such a choice of w(n) is the main innovation in the Maynard–Tao method.
The following is a restatement of [7, Proposition 4.1].

Proposition 2.1. Let θ be a positive real number with θ < 1
4 . Let F be a piecewise dif-

ferentable function supported on the simplex {(x1, . . . , xk) : each xi ≥ 0,
∑k

i=1 xi ≤ 1}. With

R := N θ, put

(2.2) λd1,...,dk :=

(
k∏
i=1

µ(di)di

) ∑
r1,...,rk
di|ri ∀i

(ri,W )=1∀i

µ(
∏k
i=1 ri)

2∏k
i=1 ϕ(ri)

F

(
log r1

logR
, . . . ,

log rk
logR

)

whenever gcd(
∏k
i=1 di,W ) = 1, and let λd1,...,dk = 0 otherwise. Let

(2.3) w(n) :=

 ∑
di|n+hi ∀i

λd1,...,dk

2

.

Then as N →∞,

S1 ∼
ϕ(W )k

W k+1
N(logR)k · Ik(F ), and

S2 ∼
ϕ(W )k

W k+1

N

logN
(logR)k+1 ·

k∑
m=1

J
(m)
k (F ),

provided that Ik(F ) 6= 0 and J
(m)
k (F ) 6= 0 for each m, where

Ik(F ) : =

∫
· · ·
∫

[0,1]k
F (t1, . . . , tk)

2 dt1dt2 · · · dtk,

J
(m)
k (F ) : =

∫
· · ·
∫

[0,1]k−1

(∫ 1

0
F (t1, . . . , tk) dtm

)2

dt1 · · · dtm−1dtm+1 · · · dtk.

So with the weights w(n) chosen as in Proposition 2.1, we see that the ratio S2/S1 →

θ
∑k
m=1 J

(m)
k (F )

Ik(F ) as N →∞. Following Maynard, we define

Mk := sup
F

∑k
m=1 J

(m)
k (F )

Ik(F )
,
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where F ranges over the functions satisfying the conditions of Proposition 2.1. Since θ can
be taken arbitrarily close to 1

4 , the ratio S2/S1 can be brought arbitrarily close to 1
4Mk by

a judicious choice of F . Consequently, if h1, . . . , hk is an admissible k-tuple, then the list
n+ h1, . . . , n+ hk contains at least d1

4Mke primes, for infinitely many values of n. To judge
the strength of this last result, one needs estimates for Mk. The following lower bound on
Mk appears as [7, Proposition 4.3].

Proposition 2.2. For all sufficiently large values of k,

Mk > log k − 2 log2 k − 2.

In fact, the Polymath8b project has strengthened this last result to Mk > log k + O(1).
For our purposes, any result guaranteeing that Mk →∞ as k →∞ would be sufficient.

2.2. A variant of the Maynard–Tao theorem. What has been said so far is enough to
prove Theorem 1.1 for ϕ and σ. To handle ω and τ , we will use a variant of Proposition 2.1
allowing us to extend the range of pre–sieving to all primes p ≤ logN/(log logN)2, with at
most one exception.

A careful statement of this result requires some preparation. By the Landau–Page the-
orem (see [2, p.95]), for large N there is at most one character χ1 of conductor q1 ≤ Z :=
exp(5 logN/(log2N)2) for which L(s, χ1) has a zero in the interval [1− 3

logZ , 1]. In this case,

χ1 is real, q1 > (logZ)2, and q1 is a product of distinct odd primes together with either 1, 2, 4,
or 8. If any such q1 exists, we let pbad denote its largest prime factor. Since the squarefull
part of q1 is absolutely bounded, pbad � log q1 � log2N .

We will sketch a proof of the following result. In order to handle all cases at once, we let
pbad := 1 if the exceptional modulus q1 does not exist.

Proposition 2.3. Make the same assumptions on θ and F as in Proposition 2.1. Redefine

W :=
∏

p≤ logN

(log2 N)2

p 6=pbad

p.

Define λd1,...,dk by (2.2) if (d1 . . . dk,Wpbad) = 1, and put λd1,...,dk = 0 otherwise. Define the
weights w(n) as in (2.3). Then the estimates of Proposition 2.1 for S1 and S2 still hold.

Beyond Maynard’s arguments [7] for Proposition 2.1, the proof of Proposition 2.3 needs a
version of the Bombieri–Vinogradov theorem due to Goldston–Pintz–Yıldırım (see [5, Lemma
2], and compare with [6, Theorem 6]).

We adopt the notation XN :=
∑

N≤p<2N χP(n), and we let

E(N ; q) := 1 + max
a mod q
(a,q)=1

∣∣∣∣ ∑
N≤n<2N
n≡a (mod q)

χP(n)− XN

ϕ(q)

∣∣∣∣.
The following is a special case of the Goldston–Pintz–Yıldırım result.

Proposition 2.4. Let P be a positive integer with P ≤ exp(2 logN/(log2N)2). Assume also
that pbad is coprime to P . Then∑

d≤N1/2 exp(−10 logN

(log2 N)2
)

(d,P ·pbad)=1

E(N ; dP ) ≤ c1
N

P
exp(−c2(log2N)2).

Here c1 and c2 are absolute positive constants.
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Sketch of the proof of Proposition 2.3. We use a nearly identical argument to that of [7]. The
key difference occurs in the proof of [7, Lemma 5.2], where the Bombieri–Vinogradov theorem
is used to bound

(2.4)
∑

d1,...,dk
e1,...,ek

[di,ei] pairwise coprime

|λd1,...,dk ||λe1,...,ek | · E(N ;W
k∏
i=1

[di, ei]).

To continue with the argument, one requires an upper bound for this expression of size

o(ϕ(W )k

Wk+1 N(logN)k). The argument of [7] gives a bound of O(N/(logN)A), for any fixed

A. This is sufficient in [7], since in that context W = (logN)o(1). However, our W grows
faster than any fixed power of logN , which requires us to invoke Proposition 2.4 in place of
Bombieri–Vinogradov.

To estimate (2.4), we group the tuples of di and ei according to the value of r :=
∏k
i=1[di, ei].

By the choice of sieve weights, λd1,...,dk vanishes unless d1 · · · dk is squarefree, smaller than
R, and coprime to Wpbad. Thus, we can assume r < R2, that r is squarefree, and that

gcd(r,Wpbad) = 1. Since there are τ3k(r) tuples of di and ei with
∏k
i=1[di, ei] = r, we find

that (2.4) is

� λ2
max

∑
r<R2

(r,Wpbad)=1

µ2(r)τ3k(r)E(N ; rW ),

where λmax := maxd1,...,dk = |λd1,...,dk |. From [7, eqs. (5.9) and (6.3)], λmax �k,F (logR)k.
Invoking the trivial bound E(N ; rW )� N/ϕ(rW ) and applying Cauchy–Schwarz gives that
(2.4) is

� (logR)2k

(
N

ϕ(W )

∑
r<R2

(r,Wpbad)=1

µ2(r)τ3k(r)
2

ϕ(r)

)1/2( ∑
r<R2

(r,Wpbad)=1

E(N, rW )

)1/2

� N

W
exp(−c3(log logN)2)

for a certain positive constant c3. Here we applied Proposition 2.4 with P = W to estimate
the sum of E(N ; rW ), using that W ≤ exp((1+o(1)) logN/(log2N)2), that gcd(pbad,W ) = 1,
and that R2 = N2θ with 2θ < 1

2 .
The remainder of the proof of Proposition 2.3 continues along the path laid out in [7].

Following the proofs of [7, Lemmas 6.2, 6.3], the estimates of S1 and S2 now pick up factors

of size (pbad/ϕ(pbad))Ok(1), owing to the slightly different definition of the sieve weights.
However, since pbad = 1 or pbad � log2N , these factors are of the shape 1 + o(1), and so the
asymptotic estimates of Proposition 2.1 remain intact. �

2.3. Auxiliary estimates. We recall briefly how the sum S1 is handled. First, one unfolds
the definition of w(n) and reverses the order of summation to obtain that

S1 =
∑

d1,...,dk
e1,...,ek

λd1,...,dkλe1,...,ek
∑

N≤n<2N
n≡ν (mod W )
[di,ei]|n+hi ∀i

1.

Now λd1,...,dk vanishes unless (d1 · · · dk,W ) = 1. It follows that the tuples (d1, . . . , dk) and
(e1, . . . , ek) make a vanishing contribution to the double sum unless [d1, e1], . . . , [dk, ek], and
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W are pairwise relatively prime. In the event that this latter condition holds, the inner sum
is N

W
∏k
i=1[di,ei]

+O(1). We thus find that S1 is, up to easy to estimate error terms, given by

S̃1 :=
N

W

∑′

d1,...,dk
e1,...,ek

λd1,...,dkλe1,...,ek∏k
i=1[di, ei]

,

where the ′ on the sum indicates the condition that [d1, e1], . . . , [dk, ek],W are pairwise co-
prime. In the proofs of the estimate for S1 in Proposition 2.1 and Proposition 2.3, what is
actually shown is that

S̃1 ∼
ϕ(W )k

W k+1
N(logR)kIk(F ).

We will need to estimate variants of the sum S̃1 where extra coprimality conditions are
imposed on the di and ei.

Lemma 2.5. Let q > 1 be an integer coprime to W . Then

(2.5)
N

W

∑
d1,...,dk,e1,...,ek

W, [di,ei], q pairwise coprime

λd1,...,dkλe1,...,ek∏k
i=1[di, ei]

= S̃1 +O

(
1

pmin(q)
· ϕ(W )k

W k+1
N(logN)k

)
.

Here pmin(q) denotes the smallest prime factor of q, and the implied constant may depend on
k, F , and the number of distinct primes dividing q.

Remark. In particular, the left-hand side of (2.5) is O(ϕ(W )k

Wk+1 N(logN)k).

Proof. We will assume throughout that q is squarefree; otherwise, we may replace q by the
product of its distinct prime factors. To estimate the left-hand side of (2.5), we borrow
heavily from Maynard’s proof of [7, Lemma 5.1]. Recall that λd1,...,dk vanishes unless d1 · · · dk
is squarefree and coprime to W . Thus, we may drop the requirement that each di is prime to
W and the requirement that the di are pairwise coprime, since the exceptional terms make
no contribution. The same comment applies, of course, to the ei. Thus, the only surviving
conditions on the sum are that each (di, ej) = 1 and that each di and ej is prime to q. We
incorporate the restrictions that (di, ej) = 1 by multiplying through by

∑
si,j |di,ej µ(si,j) for

i 6= j. Similarly, we incorporate the restrictions that (di, q) = (ej , q) = 1 by multiplying
through by

∑
δi|di,q µ(δi) and

∑
εj |ej ,q µ(εj), for all pairs of i and j. Finally, we rewrite

1

[di, ei]
=

1

diei

∑
ui|di,ei

ϕ(ui).

These transformations put the left-hand side of (2.5) in the form

N

W

∑
u1,...,uk

(
k∏
i=1

ϕ(ui)

) ∑
s1,2,...,sk,k−1

 ∏
1≤i,j≤k
i 6=j

µ(si,j)

 ∑
δ1,...,δk|q
ε1,...,εk|q

 k∏
i=1

µ(δi)

k∏
j=1

µ(εj)


×

∑
d1,...,dk
e1,...,ek
ui|di,ei ∀i

si,j |di,ej ∀i 6=j
δi|di,εj |ej ∀i,j

λd1,...,dkλe1,...,ek∏k
i=1 diei

.
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To proceed, we follow Maynard in making the change of variables

yr1,...,rk =

(
k∏
i=1

µ(ri)ϕ(ri)

) ∑
d1,...,dk
ri|di ∀i

λd1,...,dk∏k
i=1 di

.

Note that yr1,...,rk vanishes unless r1 · · · rk is squarefree, prime to W , and smaller than R =

N θ. This change of variables allows us to rewrite the sum in the form

(2.6)
N

W

∑
u1,...,uk

(
k∏
i=1

ϕ(ui)

) ∑∗

s1,2,...,sk,k−1

 ∏
1≤i,j≤k
i 6=j

µ(si,j)

 ∑
δ1,...,δk|q
ε1,...,εk|q

 k∏
i=1

µ(δi)
k∏
j=1

µ(εj)



×

(
k∏
i=1

µ(ai)

ϕ(ai)

)(
k∏
j=1

µ(bj)

ϕ(bj)

)
ya1,...,akyb1,...,bk ,

where
ai := lcm[ui

∏
j 6=i

si,j , δi] and bj := lcm[uj
∏
i 6=j

si,j , εj ].

Here the ∗ on the sum indicates that si,j is restricted to be coprime to ui, uj , si,a, and sb,j for
all a 6= j and b 6= i; the other si,j make no contribution. The contribution to (2.6) from the

terms where δi = εj = 1 for all i, j is precisely equal to S̃1. (To see this, think of transforming

S̃1 the same way we transformed the left-hand side of (2.5); alternatively, compare with eq.
(5.10) of [7].) The total number of possibilities for δi and εj is bounded in terms of the
number of distinct prime factors of q. We complete the proof by showing that any choice of
δi and εj having at least one of the variables larger than 1 makes a contribution

(2.7) � 1

pmin(q)
· ϕ(W )k

W k+1
·N(logN)k.

Consider any such choice of the δ’s and ε’s. For definiteness, we suppose that δ1 > 1; the
other cases are entirely similar. For each term in (2.6) corresponding to this choice, we define
δ′i and ε′j by the equations

ai =

(
ui
∏
j 6=i

si,j

)
δ′i, bj =

(
uj
∏
i 6=j

si,j

)
ε′j .

Since q is squarefree, we get that δ′i is a unitary divisor of ai and ε′j is a unitary divisor of

bj . Thus, we can write µ(ai) =
(
µ(ui)

∏
j 6=i µ(si,j)

)
µ(δ′i), and similarly for µ(bj), ϕ(ai), and

ϕ(bj). Making these substitutions, we see that the contribution to (2.6) from our choice of
δ’s and ε’s is given by

N

W

∑
u1,...,uk

(
k∏
i=1

µ(ui)
2

ϕ(ui)

) ∑∗

s1,2,...,sk,k−1

 ∏
1≤i,j≤k
i 6=j

µ(si,j)

ϕ(si,j)2


×

 k∏
i=1

µ(δi)µ(δ′i)

ϕ(δ′i)

k∏
j=1

µ(εj)µ(ε′j)

ϕ(ε′j)

 ya1,...,akyb1,...,bk .
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Now replace all terms by their absolute values. Whenever δ′1 > 1, we have
∏
i

1
ϕ(δ′i)

∏
j

1
ϕ(ε′j)

≤
1

pmin(δ′1)−1
� 1

pmin(q) . So the terms with δ′1 > 1 give us a contribution that is

� y2
max

pmin(q)

N

W

( ∑
u<R

(u,W )=1

µ(u)2

ϕ(u)

)k(∑
s

µ(s)2

ϕ(s)2

)k(k−1)

� y2
max

pmin(q)
· ϕ(W )k

W k+1
·N(logN)k,

where ymax = maxr1,...,rk |yr1,...,rk |. Suppose instead that δ′1 = 1. Then pmin(δ1) divides either
u1 or some s1,j with 1 < j ≤ k. The terms corresponding to the former case contribute

� y2
max

N

W

( ∑
u<R/pmin(δ1)

(u,pmin(δ1)·W )=1

µ(u)2

ϕ(u)ϕ(pmin(δ1))

)( ∑
u<R

(u,W )=1

µ(u)2

ϕ(u)

)k−1(∑
s

µ(s)2

ϕ(s)2

)k(k−1)

� y2
max

pmin(q)
· ϕ(W )k

W k+1
·N(logN)k;

we used here the trivial bounds
∏
i

1
ϕ(δ′i)

∏
j

1
ϕ(ε′j)

≤ 1 and pmin(δ1) ≥ pmin(q). Finally, the

terms where pmin(δ1) divides s1,j for some j contribute

� y2
max

N

W

( ∑
u<R

(u,W )=1

µ(u)2

ϕ(u)

)k(∑
s

µ(pmin(δ1)s)2

ϕ(pmin(δ1)s)2

)(∑
s

µ(s)2

ϕ(s)2

)k(k−1)−1

� y2
max

pmin(q)2
· ϕ(W )k

W k+1
·N(logN)k.

We recall that the choice of λ’s was made so that whenever yr1,...,rk 6= 0, we have yr1,...,rk =

F ( log r1
logR , . . . ,

log rk
logR ); see [7, eq. (6.3)]. In particular, ymax = O(1). Now combining the last

three displayed estimates yields (2.7). �

We will also need the following upper bound for w(n) in mean square, which appears as
[8, Lemma 3.5]. While this lemma was originally proved in the context of Proposition 2.1,
the same argument goes through with the modified definitions of Proposition 2.3.

Lemma 2.6. Assume θ and F satisfy the conditions of Proposition 2.1. We have∑
N≤n<2N

n≡ν (mod W )

w(n)2 �k,θ,F
N

W
(logR)19k.

3. Proof of Theorem 1.1

While the proof of Theorem 1.1 takes different forms depending on the specific arithmetic
function under consideration, certain parameters will remain fixed throughout. Given K, we
fix k ≥ 2 with d1

4Mke > K − 1. This choice of k guarantees that there is a θ < 1
4 and a

function F so that the limit of S2/S1, as N →∞, exceeds K − 1. We will keep K, k, θ, and
F fixed throughout this section. Implied constants may depend on any of these parameters
without further mention.



ARITHMETIC FUNCTIONS AT CONSECUTIVE SHIFTED PRIMES 9

3.1. The Euler ϕ-function. In this section and the next, we will only be applying Propo-
sition 2.1, and so we assume that W and λ’s are defined as in the statement of that result.

Our arguments use a probabilistic interpretation of Proposition 2.1. Let H be a fixed ad-
missible tuple. For each large N , we view Ω as a finite probability space where the probability

mass at each n0 is given by w(n0)/
∑

n∈Ωw(n). Then X :=
∑k

i=1 χP(n+ hi) can be viewed
as a random variable on Ω. (Of course, Ω and X depend on N , but we suppress this in the
notation.) Proposition 2.1 shows that E[X] → S2/S1, as N → ∞. Since X only assumes
values in {0, 1, 2, . . . , k}, our choices of K, k, θ, and F give us that

(3.1) Pr(X ≥ K) ≥ E[
1

k
(X − (K − 1))] =

1

k
(E[X]− (K − 1))� 1,

for large values of N . In other words, the probability that at least K of n + h1, . . . , n + hk
are prime is bounded away from zero.

These results hold for any admissible tuple H and for any choice of ν mod W satisfying
(2.1). By tweaking these choices, we can bias the sieve to detect long tuples of consecutive
primes p on which ϕ(p− 1) is monotone.

We treat the decreasing case first. In that case, it is convenient to work with the fixed
tuple H specified by

(3.2) hi = (i− 1)(2k)!.

It is easy to see that this is admissible. With this choice of H, we will describe how to pick
the residue class ν mod W to satisfy, in addition to (2.1), the following two constraints:

(1) For n ∈ Ω, any prime between n+ h1 and n+ hk is one of n+ h1, . . . , n+ hk.

(2) With probability 1 + o(1) (as N → ∞), we have n+hi−1
ϕ(n+hi−1) ∈ (24i, 24i+3] for all

1 ≤ i ≤ k.

From (1), (2), and (3.1), there is — once N is large enough — a positive probability that an
n ∈ Ω satisfies all of

• at least K of n+ h1, . . . , n+ hk are prime,
• the primes in the list n+h1, . . . , n+hk exhaust the list of primes between n+h1 and
n+ hk,
• each ratio n+hi−1

ϕ(n+hi−1) ∈ (24i, 24i+3].

Now the intervals (24i, 24i+3] are disjoint since each is strictly to the right of the previous.

Moreover, as N → ∞, the numerators in the fractions n+hi−1
ϕ(n+hi−1) are all asymptotic to each

other. So if n ∈ Ω has these three properties (and N is large enough), then the set of primes
p between n+ h1 and n+ hk (inclusive) has at least K elements, and ϕ(p− 1) is decreasing
on this set.

It remains to choose ν and to prove that ν has the properties (1) and (2).

Choice of ν mod W . We pick ν mod W by choosing ν mod p for each prime p ≤ log3N . We
begin by selecting ν ≡ 1 (mod 2). For an odd prime p, we say that a default selection of
ν mod p is any ν with

ν 6≡ h1, . . . , hk, 1− h1, . . . , 1− hk (mod p).

There is always at least one way to make a default selection of ν: For p > 2k, we can certainly
avoid the at most 2k residue classes h1, . . . , hk, 1 − h1, . . . , 1 − hk mod p. If p ≤ 2k, then p
divides every hi, and we only have to avoid the two residue classes 0 and 1 modulo p.

We choose ν mod p in different ways depending on the size of the odd prime p:

Range I. p ≤ log4N : For each p in this range, make a default selection of ν for p.
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Range II. log4N < p ≤ 1
2 log3N : Use the greedy algorithm to choose disjoint sets of primes

Pi, 1 ≤ i ≤ k, satisfying

4i log 2 ≤ log 2 +
∑
p∈Pi

log
p

ϕ(p)
≤ (4i+ 1) log 2.

For p ∈ Pi, choose ν ≡ 1 − hi (mod p). For p in this range not belonging to any of
the Pi, make a default selection.

Range III. 1
2 log3N < p ≤ log3N : For each even number h 6∈ H that lies between h1 and hk, we

choose a distinct prime p(h) from this range. We then choose ν ≡ −h (mod p(h)) for
each of these h. For the remaining values of p, we make a default selection of ν.

We leave to the reader the straightforward verification that the necessary condition (2.1)
is satisfied for this choice of ν.

Verification of (1) and (2). From our selections in Range III, if h is between h1 and hk but
not in H, then n + h has a known prime divisor — either p = 2 if h is odd or the prime
p(h) ≤ log3N if h is even. So n + h is necessarily composite. Thus, condition (1) above is
satisfied with this choice of ν.

We now turn to condition (2). Fix 1 ≤ i ≤ k. Suppose n ∈ Ω, i.e., n ≡ ν (mod W ) with
N ≤ n < 2N . Our selections in Ranges I and II show that the primes not exceeding log3N
that divide n+ hi − 1 are precisely 2 and the primes in Pi. So by our choice of Pi,

24i ≤ n+ hi − 1

ϕ(n+ hi − 1)
≤ 24i+1

∏
p|n+hi−1

log3N<p≤logN

p

ϕ(p)

∏
p|n+hi−1
p>logN

p

ϕ(p)
.

For the second product, we have the easy estimate∏
p|n+hi−1
p>logN

p

ϕ(p)
≤
(

1 +
1

logN − 1

)log(3N)/ log2N

≤ 1 +O(1/ log2N),

using that the integer n+ hi − 1 ≤ 3N has at most log(3N)/ log2N prime factors exceeding
logN . Thus, once N is large,

24i ≤ n+ hi − 1

ϕ(n+ hi − 1)
≤ 24i+2

∏
p|n+hi−1

log3N<p≤logN

p

ϕ(p)
.

So to obtain condition (2) above, it is enough to show that the remaining product is bounded
by 2 with probability 1 + o(1), as N → ∞. This follows immediately from the next lemma
and Markov’s inequality in elementary probability theory.

Lemma 3.1. Let 1 ≤ i ≤ k. Then

E

[ ∑
p|n+hi−1

log3N<p≤logN

log
p

ϕ(p)

]
= o(1),

as N →∞.
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Proof. Since log p
ϕ(p) �

1
p , we see that

E

[ ∑
p|n+hi−1

log3N<p≤logN

log
p

ϕ(p)

]
= S−1

1

∑
log3N<p≤logN

log
p

ϕ(p)

∑
N≤n<2N

n≡ν (mod W )
p|n+hi−1

w(n)

� S−1
1

∑
log3N<p≤logN

1

p

( ∑
d1,...,dk
e1,...,ek

λd1,...,dkλe1,...,ek
∑

N≤n<2N
n≡ν (mod W )
[di,ei]|n+hi ∀i
p|n+hi−1

1

)
.

The tuples (d1, . . . , dk) and (e1, . . . , ek) make a contribution to the inner double sum only if
W, [d1, e1], . . . , [dk, ek], and p are relatively prime, in which case the innermost sum has size

N
pW

∏k
i=1[di,ei]

+O(1). Using ′′ to denote this restriction on the di and ei, we find that

(3.3)
∑

log3N<p≤logN

1

p

( ∑
d1,...,dk
e1,...,ek

λd1,...,dkλe1,...,ek
∑

N≤n<2N
n≡ν (mod W )
[di,ei]|n+hi ∀i
p|n+hi−1

1

)

=
∑

log3N<p≤logN

1

p2

N

W

∑′′

d1,...,dk
e1,...,ek

λd1,...,dkλe1,...,ek∏k
i=1[di, ei]


+O

 ∑
log3N<p≤logN

1

p

 ∑
d1,...,dk

|λd1,...,dk |

2 .

The O-term here is

� log3N · λ2
max

(∑
r<R

τk(r)

)2

� R2(logR)4k−2 · log3N,

recalling that λmax � (logR)k. Since R = N θ with θ < 1
4 , the O-term is o(N1/2), which is

tiny compared to ϕ(W )k

Wk+1 N(logN)k. From the remark following Lemma 2.5, the main term in
(3.3) is

�
( ∑

log3N<p≤logN

1

p2

)
·
(
ϕ(W )k

W k+1
N(logN)k

)
� S1/ log3N.

Collecting our estimates gives E

[∑
p|n+hi−1

log3N<p≤logN

log p
ϕ(p)

]
= O(1/ log3N). �

This completes the proof of Theorem 1.1 for ϕ, in the decreasing case. The increasing case
follows in precisely the same way, but with the tuple H now given by hi = −(i− 1)(2k)! for
1 ≤ i ≤ k.
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3.2. The sum-of-divisors function σ. The proof that there are long increasing runs of σ
along consecutive shifted primes is parallel to the argument we just gave for long decreasing

runs for ϕ, once one replaces each ratio n+hi−1
ϕ(n+hi−1) with σ(n+hi−1)

n+hi−1 . We quickly sketch the

other necessary changes.
We once again assume H is defined by hi = (i− 1)(2k)! for 1 ≤ i ≤ k. The only difference

in the choice of ν mod W is that in the range log4N < p ≤ 1
2 log3N , we select the disjoint

sets Pi so that

(3.4) 4i log 2 ≤ log
3

2
+
∑
p∈Pi

log
σ(p)

p
≤ (4i+ 1) log 2.

Exactly as before, the choice of ν immediately gives us

(1′) For n ∈ Ω, any prime between n+ h1 and n+ hk is one of n+ h1, . . . , n+ hk.

It remains to verify that we also have

(2′) Each σ(n+hi−1)
n+hi−1 ∈ (24i, 24i+3] with probability 1 + o(1).

Here a small additional argument is required to account for the fact that σ(n+hi−1)
n+hi−1 is sensitive

not only to the primes dividing n+ hi − 1 but also to their multiplicities.
Fix 1 ≤ i ≤ k. For any N ≤ n < 2N with n ≡ ν (mod W ), (3.4) guarantees the lower

bound
σ(n+ hi − 1)

n+ hi − 1
≥ 24i.

In addition, we have

(3.5)
∏

p∈Pi∪{2}

σ(p)

p
≤ 24i+1.

To go from (3.5) to an upper bound on σ(n+hi−1)
n+hi−1 , we use the following estimates, valid for

every prime power pe:

σ(pe)

pe
= 1 +

1

p
+ · · ·+ 1

pe
<

p

p− 1
=
σ(p)

p

p2

p2 − 1
.

Since the only primes p ≤ log3N dividing n+ hi − 1 are 2 and the primes in Pi,

σ(n+ hi − 1)

n+ hi − 1
≤

 ∏
p∈Pi∪{2}

σ(p)

p

∏
p∈Pi∪{2}

p2

p2 − 1

 ∏
p|n+hi−1

log3N<p≤logN

p

p− 1

∏
p|n+hi−1
p>logN

p

p− 1

≤ 24i+1 ·

4

3

∏
p∈Pi

p2

p2 − 1

 ∏
p|n+hi−1

log3N<p≤logN

p

p− 1

∏
p|n+hi−1
p>logN

p

p− 1
.

The product over p > logN was estimated in the preceding section, where it was shown to be
1 + o(1). To estimate the product over p ∈Pi, note that every element of Pi exceeds log4N
while each term in the product has the shape 1 + O(1/p2). Consequently, that product is
also 1 + o(1). Since 4

3 < 2, we conclude that for large N ,

24i ≤ σ(n+ hi − 1)

n+ hi − 1
≤ 24i+2

∏
p|n+hi−1

log3N<p≤logN

p

p− 1
.
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Lemma 3.1 and Markov’s bound now yield (2′). The rest of the proof of the increasing case
for σ is completed exactly as in the proof of the decreasing case for ϕ. Long decreasing runs
are obtained by replacing H with −H.

3.3. The count of prime divisors. For the remainder of the proof of Theorem 1.1, we
switch from using Proposition 2.1 to using Proposition 2.3. We continue to view Ω as a finite
probability space where the mass at n0 is given by w(n0)/

∑
n∈Ωw(n).

We again choose H as the admissible tuple defined by (3.2).
We now select ν mod W . We choose ν ≡ 1 (mod 2), and for odd primes p, we proceed as

follows:

Range I. p ≤ 1
4

logN
(log2N)2

: Make a default selection of ν for p. In other words, choose ν so that

ν 6≡ h1, . . . , hk, 1− h1, . . . , 1− hk (mod p).

Range II. 1
4

logN
(log2N)2

< p ≤ 1
2

logN
(log2N)2

: Choose disjoint sets of primes Pi, 1 ≤ i ≤ k, satisfying

#Pi = bi(log2N)(log3N)c. For p ∈ Pi, choose ν ≡ 1 − hi (mod p). For p in this
range not belonging to any of the Pi, make a default selection of ν for p.

Range III. 1
2

logN
(log2N)2

< p ≤ logN
(log2N)2

: For each even h 6∈ H that lies between h1 and hk, we choose

a distinct prime p(h) from this range. We then choose ν ≡ −h (mod p(h)) for each of
these h. For the remaining values of p, we make a default selection of ν for p.

From our initial choices of k, F , and θ, there is (as before) a positive probability that an
n ∈ Ω satisfies

(0) at least K of n+ h1, . . . , n+ hk are prime.

Because of our choice of ν in Range III, each such n has the property that

(1) the only primes between n+ h1 and n+ hk are on the list n+ h1, . . . , n+ hk.

We now argue that for n ∈ Ω,

(2) with probability 1 + o(1), as N →∞, we have

0 < ω(n+ hi − 1)− i(log2N)(log3N) < (log2N)(log4N)

for all 1 ≤ i ≤ k.

Clearly, (1), (2), and our choice of H imply that with positive probability, ω(p− 1) is strictly
increasing on the set of primes p between n+h1 and n+hk, while condition (0) tells us that
there are at least K such primes.

Let us tally the primes dividing n + hi − 1. Those not exceeding logN/(log2N)2 are 2,
the primes in Pi — of which there are bi(log2N)(log3N)c — and possibly pbad. Notice that

the number of prime divisors of n+ hi − 1 exceeding N1/ log2N is O(log2N). So to complete
the proof of (2), it is enough to show that the number of primes p dividing n + hi − 1

with p ∈ I := (logN/(log2N)2, N1/ log2N ] is smaller than 1
2(log2N)(log4N) with probability

1 + o(1). Let ω̃(n) :=
∑

p|n, p∈I 1. The desired estimate follows immediately from the next

lemma.

Lemma 3.2. Let 1 ≤ i ≤ k. As N →∞,

E[ω̃(n+ hi − 1)] ∼ log2N.
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Proof. We have E[ω̃(n+hi−1)] = S−1
1

∑
n∈Ω ω̃(n+hi−1)w(n). Expanding out the definitions

of ω̃ and of w(n), the sum on n becomes∑
p∈I

( ∑
d1,...,dk
e1,...,ek

λd1,...,dkλe1...,ek
∑

N≤n<2N
n≡ν (mod W )
[di,ei]|n+hi ∀i
p|n+hi−1

1

)
.

The only way the tuples (d1, . . . , dk) and (e1, . . . , ek) contribute to the inner double sum
is if [d1, e1], . . . , [dk, ek],W , and p are pairwise coprime; in that case, the innermost sum is

N
pW

∏k
i=1[di,ei]

+O(1). This gives rise to an error term that is

�

∑
p∈I

1

 ∑
d1,...,dk

|λd1,...,dk |

2

� N1/ log2N · λ2
max

(∑
r<R

τk(R)

)2

� N1/ log2N ·R2(logR)4k,

which is smaller than N1/2 for large N . (We used again that λmax � (logR)k.) In particular,

the error here is o(ϕ(W )k

Wk+1 N(logN)k), since W = No(1). Using Lemma 2.5, the main term
contributes∑

p∈I

N

pW

∑
d1,...,dk,e1,...,ek

W, [di,ei], p pairwise coprime

λd1,...,dkλe1,...,ek∏k
i=1[di, ei]

=
∑
p∈I

1

p

(
S̃1 +O

(1

p

ϕ(W )k

W k+1
N(logN)k

))

= S̃1(log2N +O(log3N)) + o
(ϕ(W )k

W k+1
N(logN)k

)
.

Since S1 ∼ S̃1 and both of these quantities have order ϕ(W )k

Wk+1 N(logN)k, the result follows. �

This completes the proof of the increasing case; the decreasing case follows from the same
arguments upon replacing H with −H.

3.4. The count-of-divisors function. Finally, we tackle the function τ(n). We use pre-
cisely the same construction as in the previous section dealing with the count of prime divisors.
Thus, at this point, we know that an n ∈ Ω satisfies all of (0), (1), and (2) with positive
probability. We now show that

(3) with probability 1 + o(1), as N →∞, we have

%(n+ hi − 1)− ω(n+ hi − 1) < (log2N)(log4N)

for all 1 ≤ i ≤ k.

Recall that for us, %(n) denotes the number of primes dividing n, counted with multiplicity.
For any natural number n, we have

2ω(n) ≤ τ(n) ≤ 2%(n).

Using these bounds along with (0)–(3), it follows that τ(p−1) is strictly increasing on the set
of primes between n+h1 and n+hk. The decreasing case can be deduced by the now-familiar
trick of swapping H for −H.
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Fix 1 ≤ i ≤ k. Call an n ∈ Ω for which the inequality in (3) fails exceptional. We will
show that the number of exceptional n ∈ Ω is

(3.6) � N

W (logN)A
for each fixed A.

From Lemma 2.6 and Cauchy–Schwarz, the probability of selecting such an n is then

1

S1

∑
n∈Ω

n exceptional

w(n)� S−1
1

(
N

W (logN)A

)1/2(N
W

(logR)19k

)1/2

,

which is o(1) if we take A > 19k.
Write the prime factorization of n+ hi − 1 in the form

∏
pep . If n is exceptional, then

(3.7)
∑

p|n+hi−1

(ep − 1) ≥ log2N log4N.

Let

(3.8) B := b1
4

log2N log4Nc.

We can suppose that

(3.9) e2 − 1 < B.

For if e2 ≥ B + 1, then

n ≡ ν (mod W ) and n ≡ 1− hi (mod 2B+1),

so that n belongs to a fixed residue class modulo [W, 2B+1]. (Remember that i is fixed at this
stage of the argument.) The number of such n ∈ [N, 2N) is

≤ N

[W, 2B+1]
+ 1 ≤ N

W exp(1
8 log2N log4N)

,

for large N . This fits within our desired bound (3.6) on the size of the exceptional set, since
exp(1

8 log2N log4N) grows faster than (logN)A for any fixed A.
We can also suppose that

(3.10)
∑
p∈Pi

(ep − 1) < B.

To see this, let P :=
∏
p∈Pi

p. By our choice of ν, we have that P | n+ hi − 1. Let

n′ = (n+ hi − 1)/P.

If
∑

p∈Pi
(ep − 1) ≥ B, then r :=

∏
p∈Pi

pep−1 is a divisor of n′ with %(r) ≥ B. Replacing

r with one of its proper divisors if necessary, we obtain a divisor r of n′ supported on the
primes in Pi and having %(r) = B. Let us count the possibilities for n′ given r. Since
n + hi − 1 ≤ 3N , we have n′ ≤ 3N/P . Since n ≡ ν (mod W ), the integer n′ is uniquely
determined modulo W/P . Since r | n′ and gcd(r,W/P ) = 1, we see that n′ lies in a fixed
residue class modulo rW/P . Hence, the number of possibilities for n′, given r, is at most
3N/P
rW/P + 1 = 3N

rW + 1. Now sum over the possible values of r′. We find that the total number

of n′ that can arise this way is

(3.11) � N

W

∑
p|r⇒p∈Pi

%(r)=B

1

r
+ (#Pi)

B.
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Recalling our choices of #Pi and B,

(#Pi)
B ≤ (k(log2N) log3N)log2N log4N = No(1),

while (crudely)

∑
p|r⇒p∈Pi

%(r)=B

1

r
≤

∑
p∈Pi

1

p

B

≤
(

4(log2N)2

logN
· (k log2N log3N)

)B
≤ exp(−(log2N)2)

for large N . Plugging these estimates back into (3.11), we see that n′ is restricted to a set of
size

� N

W exp((log2N)2)
+No(1),

which fits within the bound (3.6). Since n′ determines n, we may indeed assume that∑
p∈Pi

(ep − 1) < B.
Since the only primes dividing W and n + hi − 1 are 2 and the primes in Pi, combining

(3.7)–(3.10) yields ∑
p|n+hi−1
p-W

(ep − 1) ≥ 1

2
log2N log4N ≥ 2B.

Define

s :=
∏

p|n+hi−1
ep≥2
p-W

pep .

Clearly, s is squarefull. Moreover,

%(s) =
∑

p|n+hi−1
ep≥2
p-W

ep ≥
∑

p|n+hi−1
p-W

(ep − 1) ≥ 2B,

so that s ≥ 22B. Since s divides n + hi − 1 and gcd(s,W ) = 1, we see that n is determined
modulo Ws. Hence, the number of possibilities for n, given s, is O( N

Ws + 1). Summing over

all squarefull s ∈ (22B, 3N ] gives an upper bound on the number of these n that is

� N

W
exp

(
− 1

8
log2N log4N

)
+N1/2,

which fits comfortably within the bound (3.6). This completes the proof.

4. Sums of digits of primes

We need yet another variant of the Maynard–Tao theorem, namely Theorem 1 of [1], due
to Banks, Freiberg, and Turnage–Butterbaugh.

Proposition 4.1. Let K and k be positive integers with K ≥ 2 and k ≥ e8K+5. Let H =
{h1, . . . , hk} be an admissible k-tuple, and let A ≥ 1 be a fixed integer coprime to h1 · · ·hk.
Then for some subset {b1, . . . , bK} ⊂ {h1, . . . , hk}, there are infinitely many n ∈ N such that
An+ b1, . . . , An+ bK are consecutive primes.
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It is possible to derive affirmative answers to Sierpiński’s questions directly from Propo-
sition 4.1, making use of ad hoc elementary constructions. However, we feel it is more
enlightening to appeal to a deep recent result of Drmota, Mauduit, and Rivat [3, Theorem
1.1].

Proposition 4.2. Fix g ≥ 2. Let µg := g−1
2 and σ2

g := g2−1
12 . For each integer ` ≥ 0 with

gcd(`, g − 1) = 1, we have

#{p ≤ x : sg(p) = `} =
g − 1

ϕ(g − 1)

π(x)√
2πσ2

g ·
log x
log g

(
e
− (`−µg log x/ log g)2

2σ2g log x/ log g +Oε,g((log x)−
1
2

+ε)

)
,

where ε > 0 is arbitrary but fixed.

Proof that there are runs of arbitrary length on which sg(p) is constant. Let the length K be
given, and let k be the smallest integer exceeding e8K+5. If x is large and ` is chosen to be
the nearest integer to µg log x/ log g that is coprime to g − 1, then Proposition 4.2 ensures

that the count of p ≤ x with sg(p) = ` is �g x/(log x)3/2. So for a sufficiently large fixed
choice of x, we will get at least k such values of p, each of which satisfies p > max{g, k}.
Pick k of these primes, say p1, p2, . . . , pk. Since p1, . . . , pk are distinct primes exceeding k, it
is clear that {p1, . . . , pk} is an admissible k-tuple. Now apply Proposition 4.1 with A = gN ,
where N is chosen so that gN is larger than each of p1, . . . , pk. We obtain K consecutive
primes each of which has the same sum of digits. �

Proof that there are arbitrarily long increasing and decreasing runs. Let K be given, and let
k be the smallest integer exceeding e8K+5. With x large, we let `1 < `2 < · · · < `k be the
smallest integers exceeding µg log x/ log g that are coprime to g − 1. Let xj := 2j−1x for
1 ≤ j ≤ k. Then each `i = µg log x/ log g + Og,K(1), and each log xj = log x + OK(1). So
from Proposition 4.2, for each pair of i and j, there is a prime p ∈ [xj , 2xj) with s(p) = `j .
By choosing x large enough, we guarantee that p > max{g, k}.

We apply this to pick primes p1, . . . , pk with each pi ∈ [xi, 2xi) and sg(pi) = `i. Then
p1 < p2 < · · · < pk and sg(p1) < sg(p2) < · · · < sg(pk). Now apply Proposition 4.1 with
H = {p1, . . . , pk} and A = gN , where gN is larger than max{p1, . . . , pk}. This gives infinitely
many runs of K consecutive primes on which sg is increasing. To get decreasing runs, we
proceed in the same way but choose pi ∈ [xi, 2xi) so that sg(pi) = `k+1−i. �
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