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Abstract. The Gauss–Legendre three-square theorem asserts that the positive integers \( n \) expressible as a sum of three integer squares are precisely those not of the form \( 4^k(8m + 7) \) for any nonnegative integers \( k, m \). In 1850, Dirichlet gave a beautifully simple proof of this result using only basic facts about ternary quadratic forms. We explain how to turn Dirichlet’s proof into an algorithm; if one assumes the Extended Riemann Hypothesis (ERH), there is a random algorithm for expressing \( n = x^2 + y^2 + z^2 \) where the expected number of bit operations is \( O((\lg n)^2(\lg \lg n)^{-1} \cdot M(\lg n)) \). Here \( M(r) \) stands in for the bit complexity of multiplying two \( r \)-bit integers. A random algorithm for this problem of similar complexity was proposed by Rabin and Shallit in 1986; however, their analysis depended on both the ERH and on certain conjectures of Hardy–Littlewood type.

1. Introduction

Given a positive integer \( n \), how can we recognize if \( n \) is a sum of three integer squares, i.e., of the form \( x^2 + y^2 + z^2 \) with \( x, y, z \in \mathbb{Z} \)? And if we decide that it is representable, how can we efficiently find the integers \( x, y, \) and \( z \)?

The first question has a classical answer. According to the Gauss–Legendre three-square theorem, \( n \) is a sum of three squares precisely when \( n \) is not of the form \( 4^k(8m + 7) \) for any nonnegative integers \( k, m \). Attention to the second question seems to be more recent. In 1986, Rabin and Shallit [RS86] proposed a random algorithm for writing \( n \) as a sum of three squares. They had noted already that when \( p \) is a prime congruent to 1 mod 4, it is easy to find representations of \( p \) and \( 2p \) in the form \( x^2 + y^2 \) (see §I of [RS86]). Thus, if one can locate a \( z \) for which \( n - z^2 \) has the form \( p \) or \( 2p \), one can quickly derive a representation \( n = x^2 + y^2 + z^2 \). Carefully elaborated on, this idea leads to an algorithm where the expected number of bit operations is \( O((\lg n)^2(\lg \lg n) \cdot M(\lg n)) \).

There is one catch, however. The algorithm of [RS86] depends on unproved number-theoretic conjectures; these are needed both to guarantee that the algorithm eventually succeeds and to carry out the runtime analysis. One assumption Rabin and Shallit employ is that for all large enough \( n \equiv 2 \pmod{4} \), the proportion of \( x \in [1, \sqrt{n}] \) with \( n - x^2 \) prime is \( \gg (\log n \cdot \log \log n)^{-1} \). This estimate would follow by combining two well-believed hypotheses in number theory: Hardy and Littlewood’s Conjecture H from [HL23] and the Extended Riemann Hypothesis (the Riemann Hypothesis for Dirichlet \( L \)-functions).* Sadly, a proof of either hypothesis appears far out of reach.

*2010 Mathematics Subject Classification. 11E25 (primary), 11Y50 (secondary).

*The statement of Conjecture H involves an Euler product factor of size \( \asymp L(1, \frac{\zeta}{\zeta})^{-1} \). Under ERH, \( L(1, \frac{\zeta}{\zeta}) \ll \log \log n \); this explains the “\( \log \log n \)” appearing above in the conjectured lower bound on the proportion of \( x \) values. In place of this ERH-conditional bound on \( L(1, \frac{\zeta}{\zeta}) \), one could substitute the elementary estimate \( L(1, \frac{\zeta}{\zeta}) \ll \log n \). This would imply that the expected number of bit operations in the Rabin–Shallit algorithm is \( O((\log n)^2M(\log n)) \), conditional on Conjecture H alone.
and unconditionally we cannot even prove that all large \( n \equiv 2 \pmod{4} \) admit at least one expression in the form \( x^2 + p \).

In this note, we lay out an alternative method for representing \( n \) as a sum of three squares rooted in Dirichlet’s 1850 proof \([\text{Dir50}]\) of the three-square theorem. Assuming ERH (but not any conjectures of Hardy–Littlewood type), we arrive at a random algorithm with similar theoretical complexity to the Rabin–Shallit algorithm.

Our new algorithm is primarily of theoretical interest. In practice, the fastest algorithm we are aware of for representing integers as sums of three squares remains the method of Rabin and Shallit (actually a particular derandomized variant of their method). See §5.2 below for further discussion.

2. Dirichlet’s proof

In this section, we sketch Dirichlet’s proof of the sufficiency half of the three-square theorem, in a guise convenient for later reference in §3.

2.1. Preliminaries on ternary quadratic forms. By a ternary quadratic form \( F \), we mean a polynomial \( F(X, Y, Z) \) having the shape

\[
F(X, Y, Z) = a_{11}X^2 + a_{22}Y^2 + a_{33}Z^2 + 2a_{12}XY + 2a_{13}XZ + 2a_{23}YZ
\]

where \( a_{11}, a_{22}, a_{33}, a_{12}, a_{13}, a_{23} \) are integers. The matrix \( M_F \) corresponding to \( F \) is the unique \( 3 \times 3 \) symmetric matrix for which

\[
F\left(\begin{bmatrix}X \\ Y \\ Z\end{bmatrix}\right) = [X, Y, Z] M_F \begin{bmatrix}X \\ Y \\ Z\end{bmatrix}.
\]

(We identify \( F(X, Y, Z) \) with \( F\left(\begin{bmatrix}X \\ Y \\ Z\end{bmatrix}\right) \).) Explicitly,

\[
M_F = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 2 & 1 \\ 1 & 1 & 3 \end{bmatrix}.
\]

If \( F \) and \( G \) are two ternary quadratic forms, we say that \( F \) and \( G \) are equivalent if there is an \( A \in \text{SL}_3(\mathbb{Z}) \) with

\[
M_G = A^t M_F A.
\]

Said differently, \( F \) and \( G \) are equivalent if

\[
G\left(\begin{bmatrix}X \\ Y \\ Z\end{bmatrix}\right) = F\left( A \begin{bmatrix}X \\ Y \\ Z\end{bmatrix}\right)
\]

for some \( A \in \text{SL}_3(\mathbb{Z}) \). We say an integer \( n \) is represented by \( F \) if \( F(x, y, z) = n \) for some \( x, y, z \in \mathbb{Z} \). It follows from (3) that if \( F \) and \( G \) are equivalent, then the set of integers represented by \( F \) coincides with the set of integers represented by \( G \). We define the determinant \( \Delta_F \) of \( F \) as the determinant of the associated matrix \( M_F \); it is clear from (2) that equivalent forms have the same determinant.

A ternary quadratic form \( F \) is said to be positive-definite if \( F(x, y, z) > 0 \) for all integers \( x, y, z \) not all zero. It is easy to see from (3) that every form equivalent to a positive-definite form is positive-definite. It can be shown \([\text{Lan58}, \text{Theorem 182}, \text{pp. 156–157}]\) that if \( F \) is written as in (1), then \( F \) is positive-definite if and only if

\[
a_{11} > 0, \quad \begin{vmatrix} a_{11} & a_{12} \\ a_{12} & a_{22} \end{vmatrix} > 0, \quad \begin{vmatrix} a_{11} & a_{12} & a_{13} \\ a_{12} & a_{22} & a_{23} \\ a_{13} & a_{23} & a_{33} \end{vmatrix} > 0.
\]

Note that the final determinant here is precisely the definition of \( \Delta_F \).
Finally, we need the notion of a *quasi-reduced form*. For a ternary quadratic form \( F \), the adjoint \( F^* \) is the ternary quadratic form associated to \( -\text{adj}(M_F) \), where \( \text{adj} \) is the adjugate matrix. We write

\[
M_{F^*} = \begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
A_{12} & A_{22} & A_{23} \\
A_{13} & A_{23} & A_{33}
\end{bmatrix}.
\]

A positive-definite ternary quadratic form \( F \) is called *quasi-reduced* if

(i) \(|a_{11}| < 2\Delta_F^{1/3}\),

(ii) \(|A_{33}| < 2\Delta_F^{2/3}\),

(iii) \(|a_{12}| \leq \frac{1}{2}a_{11}\),

(iv) \(|A_{13}| \leq \frac{1}{2}|A_{33}|\),

(v) \(|A_{23}| \leq \frac{1}{2}|A_{33}|\).

(Lagarias defines what it means to be quasi-reduced for all ternary quadratic forms, not only the positive-definite ones, but we will not need the more general notion.) This is a weakening of the notion of “reduced form” discussed by Gauss in Section V of the *Disquisitiones* [Gau86]. Gauss proves in Art. 272–275 that every form is equivalent to a (not-necessarily-unique!) reduced form. *A fortiori*, each positive-definite ternary quadratic form is equivalent to a quasi-reduced form.

While Gauss gives an explicit algorithm for reduction in [Gau86], it is not obvious that his algorithm has polynomial running time. This was Lagarias’s motivation for introducing quasi-reduced forms; he shows in [Lag80] that quasi-reduction *can* be done in polynomial time, by a variant of Gauss’s procedure.

We conclude this section with a lemma that ties all of these notions back to sums of three squares.

**Lemma 1.** The unique positive-definite quasi-reduced ternary form \( F \) of determinant 1 is \( X^2 + Y^2 + Z^2 \).

**Proof.** Since \( a_{11} > 0 \) (as \( F \) is positive-definite), condition (i) in the definition of a quasi-reduced form shows that \( a_{11} = 1 \). Condition (iii) then forces \( a_{12} = 0 \). Hence,

\[-A_{33} = \begin{bmatrix} a_{11} & a_{12} \\ a_{12} & a_{22} \end{bmatrix} = a_{22}.
\]

Since \( F \) is positive-definite, \(-A_{33} > 0\). So (ii) forces \( a_{22} = 1 \), and \( A_{33} = -1 \). Now (iv) and (v) imply that \( A_{13} = 0 \) and \( A_{23} = 0 \). But \( A_{13} = a_{22}a_{13} - a_{12}a_{23} = a_{13} \) while \( A_{23} = a_{11}a_{23} - a_{12}a_{13} = a_{23} \). The only entry of \( M_F \) not yet determined is \( a_{33} \); but \( \text{det}(M_F) = 1 \) forces \( a_{33} = 1 \). Hence, \( a_{11} = a_{22} = a_{33} = 1 \), while \( a_{12} = a_{13} = a_{23} = 0 \). Thus, \( F = X^2 + Y^2 + Z^2 \). \( \square \)

### 2.2. Dirichlet’s proof of sufficiency in the three-square theorem

Let \( n \) be a positive integer not of the form \( 4^k(8m + 7) \). Write \( n = 4^k n_0 \), where \( 4 \nmid n_0 \). Thus, \( n_0 \equiv 1, 2, 3, 5, \) or \( 6 \) (mod 8). It suffices to find a representation of \( n_0 \) as \( x^2 + y^2 + z^2 \), for then \( n = (2^k x)^2 + (2^k y)^2 + (2^k z)^2 \). In other words, we can (and will) assume that \( n \equiv 1, 2, 3, 5, \) or \( 6 \) (mod 8).

Our goal is to construct a positive-definite ternary quadratic form \( F \) of determinant 1 which represents \( n \). After quasi-reducing \( F \), we see (Lemma 1) that \( F \) is equivalent to
$X^2 + Y^2 + Z^2$. Since equivalent forms represent the same integers, $n$ is a sum of three squares, as desired.

We search for $F(X, Y, Z)$ among ternary forms having the shape

$$F(X, Y, Z) = a_{11}X^2 + a_{22}Y^2 + nZ^2 + 2a_{12}XY + 2XZ,$$

so that

$$M_F = \begin{bmatrix} a_{11} & a_{12} & 1 \\ a_{12} & a_{22} & 0 \\ 1 & 0 & n \end{bmatrix}.$$  

For each of these forms, $F(0, 0, 1) = n$, so that $F$ represents $n$. Write

$$d := a_{11}a_{22} - a_{12}^2.$$  

Expanding $\det(M_F)$ by minors along the third column, we see that

$$\Delta_F = \det(M_F) = dn - a_{22}.$$

Keeping in mind the conditions on a form to be positive-definite, accomplishing our goal reduces to finding integers $a_{11}, a_{12}, a_{22}$ satisfying

$$(4) \quad a_{11} > 0, \quad d = a_{11}a_{22} - a_{12}^2 > 0, \quad \text{and} \quad a_{22} = dn - 1.$$  

The conditions (4) imply that $d > 0$ and that $-d$ is a square modulo $dn - 1$. Conversely, if $D$ is any positive integer for which $-D$ is a square modulo $Dn - 1$, we can put $a_{22} = Dn - 1$, choose $a_{12}$ with $a_{12}^2 \equiv -D \pmod{Dn - 1}$, and define $a_{11}$ so that

$$a_{11}a_{22} = D + a_{12}^2.$$  

Then (4) holds with $d = D$. This is clear except possibly for the first condition in (4). To see that inequality, note that since the right-hand side of the last display is positive, $a_{11}$ and $a_{22}$ are nonzero and of the same sign. But $a_{22} = Dn - 1 \geq 0$, and hence $a_{11}, a_{22} > 0$.

Thus, the proof will be complete if we can show that there is some $D > 0$ with $-D$ congruent to a square modulo $Dn - 1$. Dirichlet deduces this from his theorem on primes in an arithmetic progression. There are several cases to consider according to the residue class of $n$ modulo 8.

**Case I:** $n$ is even (so $n \equiv 2$ or $6 \pmod{8}$). We choose an auxiliary prime

$$p \equiv 2n - 1 \pmod{4n}.$$  

Such a prime $p$ has the form $Dn - 1$ for some $D \equiv 2 \pmod{4}$; moreover, $p \equiv 3 \pmod{8}$.

By quadratic reciprocity and the usual supplementary laws,

$$\left(\frac{-D}{p}\right) = \left(\frac{-2}{p}\right) \left(\frac{D/2}{p}\right) = \left(\frac{D/2}{p}\right) = \left(\frac{p}{D/2}\right) \left(-1\right)^{(\frac{D}{2}-1)/2} = \left(\frac{-1}{D/2}\right) \left(-1\right)^{(\frac{D}{2}-1)/2} = 1.$$  

Thus, $-D$ is a square modulo $p = Dn - 1$.

**Case II:** $n \equiv 1 \pmod{8}$. Choose

$$p \equiv 6n - 1 \pmod{8n}.$$  

Then $p = Dn - 1$ for some $D \equiv 6 \pmod{8}$. Moreover, $p \equiv 5 \pmod{8}$. Thus,

$$\left(\frac{-D}{p}\right) = \left(\frac{-2}{p}\right) \left(\frac{D/2}{p}\right) = -\left(\frac{D/2}{p}\right) = -\left(\frac{p}{D/2}\right) = -\left(\frac{-1}{D/2}\right) = 1,$$

using in the last step that $D/2 \equiv 3 \pmod{4}$. Again, $-D$ is a square modulo $p = Dn - 1$. 


Case III: $n \equiv 3 \pmod{8}$. Choose
\[ p \equiv \frac{5n - 1}{2} \pmod{4n}. \]
Then $2p = Dn - 1$ for some $D \equiv 5 \pmod{8}$. Moreover, $p \equiv 3 \pmod{4}$. Thus,
\[ \left( \frac{-D}{p} \right) = \left( \frac{-1}{p} \right) \left( \frac{D}{p} \right) = -\left( \frac{D}{p} \right) = -\left( \frac{p}{D} \right) = \left( \frac{2p}{D} \right) \left( \frac{2}{D} \right) = 1. \]
Hence, $-D$ is a square modulo $p = \frac{Dn - 1}{2}$. Obviously, $-D \equiv (-D)^2 \pmod{2}$, and thus $-D$ is also a square modulo $2p = Dn - 1$.

Case IV: $n \equiv 5 \pmod{8}$. Choose
\[ p \equiv \frac{3n - 1}{2} \pmod{4n}. \]
Then $2p = Dn - 1$ for some $D \equiv 3 \pmod{8}$. As in the last case, $p \equiv 3 \pmod{4}$. Therefore,
\[ \left( \frac{-D}{p} \right) = \left( \frac{-1}{p} \right) \left( \frac{D}{p} \right) = -\left( \frac{D}{p} \right) = \left( \frac{p}{D} \right) = \left( \frac{2p}{D} \right) \left( \frac{2}{D} \right) = 1. \]
As in the previous case, we conclude that $-D$ is a square modulo $2p = Dn - 1$.

The above method of selecting $D$ is slightly different from the original choices of Dirichlet. Our modifications ensure that the auxiliary prime $p$ always lands in either the residue class 3 mod 4 or 5 mod 8; this will be convenient later.

3. An efficient random algorithm under ERH

We now extract from Dirichlet’s argument a procedure for writing a given $n$ as a sum of three squares. It is enough to treat $n \equiv 1, 2, 3, 5, 6 \pmod{8}$. Then the basic steps are as follows.

(1) Find an auxiliary prime $p$ from the appropriate arithmetic progression.

(2) With $D$ as above, compute a square root $a_{12}$ of $-D$ modulo $Dn - 1$.

(3) With $a_{22} = Dn - 1$ and $a_{11} = (D + a_{12}^2)/a_{22}$, we know that the form $F = a_{11}X^2 + a_{22}Y^2 + nZ^2 + 2a_{12}XY + 2XZ$ is equivalent to $F_0 = X^2 + Y^2 + Z^2$.

Using Lagarias’s algorithm for quasi-reduction, explicitly compute a matrix $A \in \text{SL}_3(\mathbb{Z})$ with $M_{F_0} = A^t M_F A$.

(4) Output the third column $\begin{bmatrix} x \\ y \\ z \end{bmatrix}$ of $A^{-1}$. Since
\[ x^2 + y^2 + z^2 = F_0 \left( \begin{bmatrix} x \\ y \\ z \end{bmatrix} \right) = F_0 \left( A^{-1} \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right) = F \left( \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right) = n, \]
we have found a representation of $n$ as a sum of three squares.

We now discuss how to carry out steps (1)–(4) efficiently, working under the assumption of the ERH.

In what follows, the reader can take $M(r)$ as any one of the three functions $r^2$, $r \cdot \lg r \cdot \lg \lg r$, or $r \cdot \lg r \cdot 2^{3.7} r$. These represent the bit-complexity of $r$-bit multiplication from the naive perspective, from Schönhage–Strassen, and from Füredi–Harvey–van der Hoeven–Lecerf, respectively. See [BZ11, §1.3 and §2.3.3] for a discussion of multiplication methods; the more recent Füredi–Harvey–van der Hoeven–Lecerf work is described in [Für07, Für09], [HHL16].
3.1. Steps (1) and (2). Let $a, q$ be coprime integers with $q \geq 2$ and $0 < a < q$. Under ERH, one can show that for all real $x \geq 2q^3$, there are $x/(\varphi(q) \log x)$ primes $p \equiv a \pmod{q}$ with $p \leq x$ (see, e.g., §3 of [PTn]). Taking $x = 2q^3$, we see that if we choose a nonnegative integer $k < 2q^2$ at random, $p = kq + a$ will be prime with probability

$$\frac{q}{\varphi(q) \log(2q^3)} \gg \frac{q}{\varphi(q) \log q},$$

and so we expect to stumble across a prime within $O\left(\frac{\varphi(q) \log q}{q}\right) = O(\log q)$ iterations of this process.

Returning to our context and taking $q = 4n$ or $8n$ (according to whether we are in Cases I, III, IV or Case II), we expect our auxiliary prime $p$ to be located within $O(\log n)$ random trials.

Suppose we that we have found $p$. Recall that if $p \equiv 3 \pmod{4}$ or $p \equiv 5 \pmod{8}$, then a square root of $-D$ modulo $p$ is given by $(-D)^{(p+1)/4}$ modulo $p$. On the other hand, if $p \equiv 5 \pmod{8}$, then $(-D)^{(p+3)/4} = \pm D \pmod{p}$, and a square root of $-D$ modulo $p$ is given by either

$$(-D)^{(p+3)/8} \mod p, \quad \text{or} \quad 2^{(p-1)/4}(-D)^{(p+3)/8} \mod p.$$  

(These facts follow from Euler’s criterion for quadratic residuacity; cf. [BS96, Exercise 7.9.1, p. 188].) In all cases, a square root of $-D$ modulo $p$ can be computed in time $O((\log p)M(\log p)) = O((\log n)M(\log n))$. If $p = Dn - 1$, we have our desired square root of $-D$ modulo $Dn - 1$. If $p = \frac{Dn - 1}{2}$, we keep the root if its parity agrees with that of $-D$, otherwise we add $p$ to it; the result is a square root of $-D$ modulo $Dn - 1$.

We have left out an important detail. When searching for primes, we expect to find one in $O(\log n)$ steps, but we have not said anything about how to recognize when we have found one. To avoid a (relatively) expensive deterministic test for primality, we combine steps (1) and (2) as follows. Let $q = 4n, 8n, 4n$, or $4n$, and $a = 2n - 1, 6n - 1, \frac{5n-1}{2}$, or $\frac{3n-1}{2}$, according to whether we are in Case I, II, III, or IV, respectively.

(1') For a random nonnegative integer $k < 2q^2$, let $p = qk + a$.

(2') Attempt to find a square root of $-D$ modulo $p$ as if $p$ were prime. That is:

If $p \equiv 3 \pmod{4}$, compute the least remainder $R$ of $(-D)^{(p+1)/4}$ modulo $p$ and test if $R^2 \equiv -D \pmod{p}$.

If $p \equiv 5 \pmod{8}$, compute the least remainder $R$ of $(-D)^{(p+3)/8}$ modulo $p$ and test if $R^2 \equiv \pm D \pmod{p}$. If not, $p$ is composite, and we go back to (1'). If $R^2 \equiv +D \pmod{p}$, replace $R$ by $R \cdot 2^{(p-1)/4}$, reduced mod $p$, and check if now $R^2 \equiv -D \pmod{p}$.

If we fail to find a square root of $-D$ modulo $p$ in this way, then $p$ is not prime, and we return to step (1'). Otherwise, we let $a_{12} = R$. If we are in cases III or IV, we replace $a_{12}$ with $a_{12} + p$ if $a_{12} \neq -D \pmod{2}$.

Under ERH, (1') results in a prime $p$ with probability $\gg 1/\log n$. Moreover, when $p$ is prime, (2') is guaranteed to find a square root of $-D$ modulo $Dn - 1$. Thus, we expect to run through steps (1') and (2') only $O(\log n)$ times. The expected number of bit operations for this part of the algorithm is therefore $O((\log n)^2M(\log n))$.

Note that $p$ may not be prime at the termination of (1') and (2'). However, the primality of $p$ is not needed for steps (3) and (4).
3.2. Steps (3) and (4). Here our analysis is based on the following result of Lagarias and Eisenbrand–Rote. For a matrix $M$, we let $\|M\|$ denote the largest of the absolute values of the entries of $M$. For a ternary quadratic form $F$, we put $\|F\| = \|M_F\|$.

**Proposition 2.** Let $F$ be a positive-definite ternary quadratic form. The modified Gauss reduction algorithm described on [Lag80, p. 165] produces a quasi-reduced form $F_{\text{qred}}$ equivalent to $F$ and a matrix $A \in \text{SL}_3(\mathbb{Z})$ with

$$M_{F_{\text{qred}}} = A^t M_F A.$$  

The algorithm terminates in $O((\log \|F\|)(\log \log \|F\|) \cdot M(\log \|F\|))$ bit operations. Moreover, $\|A\| = O((\log \|F\|)(\log \log \|F\|))$.

**Proof sketch.** For positive-definite forms, this is a strengthened version of [Lag80, Theorem 4.9]. This modified result follows from Lagarias’s analysis in [Lag80] together with the observation on [ER01, p. 6] that the number of times the algorithm cycles through Lagarias’s steps 1, 2, and 3 is actually $O((\log \log \|F\|)$ and not simply $O(\log \|F\|)$ as estimated in [Lag80].

It is easy to see that our method of carrying out steps (1) and (2) results in a form $F$ with $\log \|F\| = O(\log n)$. So by Proposition 2, we can find $F_0$ and $A$ — completing step (3) — in $O((\log n)(\log \log n) \cdot M(\log n))$ bit operations.

Once we have $A$, it is easy to compute the third-column entries $x, y, z$ of $A^{-1}$. Indeed, since $A$ is known to have determinant 1, each of $x, y, z$ is given by a $2 \times 2$ minor of $A$ (up to sign). Using the bound on $\|A\|$ in Proposition 2, we see that computing $X, Y, Z$ requires $O(M(\log n \log \log n))$ operations. This is asymptotically negligible compared to the work required in step (3). Thus, the number of bit operations required for steps (3) and (4) is $O((\log n)(\log \log n) \cdot M(\log n))$.

3.3. Wrapping up. Assembling our results, we have shown the following.

**Theorem 3** (assuming ERH). There is a random algorithm for writing any $n \neq 4^k(8m + 7)$ as a sum of three squares for which the expected number of bit operations is $O((\log n)^6 M(\log n))$.

Notice that our invocation of ERH functions similarly to that of [RS86]; ERH is used both to show that the algorithm eventually terminates and to estimate its expected running time.

A slightly better runtime can be gained at the cost of mildly complicating the algorithm. The idea is to randomly generate $p$ in a way that ensures that it is free of small prime factors, thus giving it a “leg up” in terms of its odds of being prime.

To this end, we modify the algorithm to begin with a precomputaton. We compute the list of primes $\ell \leq \log n$ and record, for each of these $\ell$, whether or not $\ell$ divides $q$. (We are continuing to use $a$ and $q$ with the same meanings as in §3.1.) We then compute

$$L := \prod_{\ell \leq \log n, \ell \mid q} \ell.$$

This can all be carried out in $O((\log n)^{3/2} M(\log n))$ bit operations. Note that estimates from prime number theory imply that $L < q^{1.1}$ (see, for instance, §8.8 of [BS96]).

We replace Step (1′) with the following procedure:
(1′) For each prime \(\ell \leq \log n\) not dividing \(q\), choose \(a_\ell \in \{1, 2, \ldots, \ell - 1\}\) uniformly at random. Let \(a_0\) be the unique integer in \([0, qL]\) satisfying the simultaneous congruences
\[
a_0 \equiv a \pmod{q} \quad \text{and} \quad a_0 \equiv a_\ell \pmod{\ell} \quad \text{for all} \ \ell \mid L.
\]
With \(K = \lceil 2q^2/L \rceil\), put
\[
p = a_0 + qLk,
\]
where the integer \(k\) is selected uniformly at random from \([0, K]\).

Selecting \(a_\ell\), computing the resulting integer \(a_0\), and selecting \(p\) can all be done in \(O((\lg n)^2)\) bit operations (one reference for the complexity of the Chinese remainder theorem calculation is [BS96, Corollary 5.5.3, p. 105]).

The upshot of (1′) is that \(p\) is chosen uniformly at random from the set
\[
S := \{u \leq qLK : u \equiv a \pmod{q}, \ u \text{ has no prime factors} \leq \log n\}.
\]

We have
\[
\#S = LK \prod_{p \mid L} (1 - 1/p) = K\varphi(L).
\]
Moreover, each prime in \([2, qLK]\) that is congruent to \(a \pmod{q}\) is an element of \(S\). (Each prime congruent to \(a\) modulo \(q\) exceeds \(\log n\), since \(a \geq \frac{3n-1}{2} \geq \log n\).) As \(qLK \geq 2q^3\), ERH implies that there are
\[
\gg \frac{qLK}{\varphi(q) \log(qLK)} \gg \frac{qLK}{\varphi(q) \lg n}
\]
primes up to \(qLK\) that are congruent to \(a \mod q\). Comparing (5) and (6), the probability that a randomly chosen \(p \in S\) is prime is
\[
\gg \frac{1}{\lg n \varphi(q) \varphi(L)} = \frac{1}{\lg n} \prod_{\ell \mid L} (1 - 1/\ell)^{-1} \geq \frac{1}{\lg n} \prod_{\ell \leq \log n} (1 - 1/\ell)^{-1} \gg \frac{\lg \lg n}{\lg n}.
\]
Here the product over all primes \(\ell \leq \log n\) was estimated by Mertens’ theorem; cf. [BS96, Theorem 8.8.6, p. 234]. So we expect to find a prime within \(O(\lg n/\lg \lg n)\) random trials.

Thus, we expect to run through (1′) and (2′) only \(O(\lg n/\lg \lg n)\) times. As noted above, each run through (1′) requires \(O((\lg n)^2)\) operations. Since each iteration of (2′) requires \(O(\lg n \cdot M(\lg n))\) operations, the total number of bit operations expected in the precomputation, (1′), and (2′) is
\[
\ll (\lg n)^{3/2}M(\lg n) + \left(\frac{\lg n}{\lg \lg n}\right) \cdot (\lg n)^2 + \left(\frac{\lg n}{\lg \lg n}\right) \cdot (\lg n \cdot M(\lg n))
\ll (\lg n)^2(\lg \lg n)^{-1} \cdot M(\lg n).
\]

This dominates the running time estimate for Steps (3) and (4). We conclude that we may replace \((\lg n)^2M(\lg n)\) in Theorem 3 with \((\lg n)^2(\lg \lg n)^{-1}M(\lg n)\).

**Theorem 3′ (Assuming ERH).** There is a random algorithm for writing any \(n \neq 4^k(8m + 7)\) as a sum of three squares for which the expected number of bit operations is \(O((\lg n)^2(\lg \lg n)^{-1}M(\lg n))\).
4. Life without ERH

If we are not believers in ERH, what can be shown? In that case, we are unable to prove the existence of a random algorithm for finding three-square representations that runs in expected polynomial time. We can, however, show that the problem is in a certain sense no more difficult than factoring, for which random algorithms that run in subexponential time are known (for instance, [LP92]).

Recall that to represent an \( n \equiv 1, 2, 3, 5, \) or \( 6 \pmod{8} \) as a sum of three squares, we constructed a positive-definite ternary form \( F \) of determinant 1 representing \( n \). The construction depended on finding an auxiliary prime in an appropriate arithmetic progression, and ERH was used to show that one could expect to find such a prime reasonably quickly by random sampling. Alternatively, we can construct \( F \) by the following method of Gauss, as described in Flath [Fla89, Chapter 5]. For simplicity, we restrict attention to the cases when \( n \equiv 1 \) or \( 2 \pmod{4} \). Gauss proves that there is a primitive, positive-definite binary quadratic form \( f(x, y) = ax^2 + 2bxy + cy^2 \) of discriminant \(-4n\) with \( \gcd(a, 4n) = 1 \) and \((\frac{a}{p}) = \left(\frac{-1}{p}\right)\) for every odd prime \( p \) dividing \( n \).

It is then elementary to produce integers \( u, v, w \) for which

\[
\begin{pmatrix}
  a & b & u \\
  b & c & v \\
  u & v & w
\end{pmatrix}
\]

has determinant 1; see [Fla89, Lemma 8.1]. In fact, the integers \( u, v, w \) are easily computed from a square root of \(-a\) modulo \( n \). (The Legendre symbol conditions ensure that a root exists.) The ternary quadratic form corresponding to the adjugate of the displayed matrix can be shown to be a positive-definite form \( F \) of determinant 1 with \( F(0, 0, 1) = n \).

If we suppose that \( n \) is factored completely, then this can be made into an efficient algorithm for writing \( n \) as a sum of three squares. As explained in [Fla89], the Legendre symbol conditions correspond to placing \( f \) in a certain genus of the class group of primitive, positive-definite forms of discriminant \(-4n\). Given the factorization of \( n \), an algorithm of Lagarias/Bosma–Stevenhagen (see [Lag80b, §4], [BS96c]) can be used to produce such a form \( f \) (in fact, a reduced form \( f \)) in expected polynomial time. Since we know the factorization of \( n \), we can also take square roots modulo \( n \) in expected polynomial time (using, e.g., the algorithm of Tonelli–Shanks along with Hensel lifting and the Chinese Remainder Theorem). This allows us to construct \( F \) in expected polynomial time. Once we have \( F \), we can find a three-square representation of \( n \) by reduction. We assumed here that \( n \equiv 1, 2 \pmod{4} \), but similar arguments work when \( n \equiv 3 \pmod{8} \) (cf. the paragraph starting at the bottom of p. 178 of [Fla89]). To summarize, we have sketched a proof of the following theorem.

**Theorem 4.** There is an algorithm which, given the prime factorization of a positive integer \( n \) not of the form \( 4^k(8m + 7) \), returns a representation of \( n \) as a sum of three squares in expected polynomial time.

The theoretical situation here might be contrasted with the problem of four-square representations, studied in [RS86] and [PTn]. In that problem, one can prove unconditionally [PTn] that there is a random algorithm with expected running time \( O((\log n)^2(\log \log n)^{-1}M(\log n)) \), matching our ERH-conditional complexity bound for three-square representations. Moreover, in the four-square problem, given the factorization of \( n \) one can unconditionally produce a representation in deterministic polynomial time.
5. Concluding remarks

5.1. Is randomness necessary? We suspect that there is a deterministic polynomial time algorithm for representing integers as sums of three squares. Indeed, we believe this is true for the derandomized version of our algorithm where the auxiliary ‘prime’, rather than being chosen at random from the integers in the appropriate progression \( a \mod q \), is chosen as the smallest integer \( p \equiv a \mod q \) with no small factors (say, no prime factors up to \( \log n \) for which the procedure of \( (2') \) for computing a square root of \(-D \) modulo \( p \) succeeds. That this runs in polynomial time would follow from a conjecture of Heath-Brown in [HB78] that the least prime in each coprime residue class modulo \( q \) is \( O(q(\log q)^2) \). Heath-Brown’s conjecture is supported by heuristic reasoning (see [BH93] and [PLS17]) but seems to lie very deep; even on ERH, the best we can show is that these primes are \( O((\varphi(q) \log q)^2) \). (See [BS96b] and [LLS15] for numerically explicit versions of the ERH-conditional estimate.)

5.2. From theory to practice. While the emphasis in this paper has been theoretical, the algorithms are also computer-practical, especially the deterministic variant just described. An implementation of ours in PARI/GP [PARI] takes about 300 milliseconds on average to represent numbers with \( \approx 500 \) decimal digits. While this may seem quite speedy, in our experiments a derandomized version of the Rabin–Shallit algorithm exhibits better performance. Recall that the Rabin–Shallit algorithm looks for primes 1 mod 4, or the double of such, having the form \( n - x^2 \) with \( x \) chosen randomly from \([0, \sqrt{n}]\). (We assume here that we have already reduced to the cases \( n \equiv 1, 2, 3, 5, 6 \ (\mod 8) \).) In the derandomization we have in mind, we instead start by taking \( x \) as large as possible, meaning the largest integer not exceeding \( \lfloor \sqrt{n} \rfloor \) having feasible parity, and successively decrease \( x \) until a prime is found. We have implemented a version of this in PARI/GP, with the task of primality testing handled by the built-in function ispseudoprime and the task of representing primes 1 mod 4 as sums of two squares handled by qfbsolve. It appears to average a mere 30 ms (roughly) per 500 digit input.†

5.3. Beyond \( X^2 + Y^2 + Z^2 \). There are a handful of other positive-definite ternary quadratic forms for which Dirichlet’s method has been used to classify all representable integers. For instance, in 1927 Dickson [Dic27b] treated the six forms

\[
X^2 + Y^2 + 2Z^2, \quad X^2 + Y^2 + 3Z^2, \quad X^2 + 2Y^2 + 2Z^2, \\
X^2 + 2Y^2 + 3Z^2, \quad X^2 + 2Y^2 + 4Z^2, \quad X^2 + 2Y^2 + 5Z^2.
\]

These forms appeared in earlier work of Ramanujan, who in each case correctly conjectured the set of represented integers, but did not present proofs. For further examples, see [Dic27c, Dic27a] and cf. [BDTT16]. Because of the similarity of the proofs to Dirichlet’s, the methods of this paper could be adapted to show that the analogue of Theorem 3 (and 3’) holds for any of these forms replacing \( X^2 + Y^2 + Z^2 \), although each individual form requires an ad hoc argument. (One extra difficulty is that not all of these forms are the unique quasi-reduced forms in their equivalence class, but this could be overcome by employing the theory of Eisenstein-reduced forms.)

†The ispseudoprime command relies on the Baillie–Pomerance–Selfridge–Wagstaff compositeness test, which is expected to falsely declare some composites prime (but no such examples are known). Thus, our implementation leaves open the possibility that a non-prime is fed to qfbsolve, potentially resulting in an error or an incorrect representation of \( n \). But any incorrect representation is easily discovered, and one can simply continue the prime search in those cases.
A theorem of Jones [Jon31] asserts that every positive integer \textit{locally representable} by a positive-definite ternary quadratic form \( F \), meaning representable over the \( p \)-adic integers \( \mathbb{Z}_p \) for every prime \( p \), is represented over \( \mathbb{Z} \) by some form in the same genus of \( F \). From a high level point of view, the success of Dirichlet’s method for the forms listed above depends on the fact that all of these forms are alone in their genus (i.e., the forms have class number 1). This suggests the following attractive problem, whose solution would allow one to unify the arguments alluded to above.

**Problem.** Fix a positive-definite ternary quadratic form \( F \). Give an efficient algorithm which, for any positive integer \( n \) locally represented by \( F \), outputs a form \( \tilde{F} \) in the same genus as \( F \) along with a triple of integers \( x, y, z \) satisfying \( \tilde{F}(x, y, z) = n \).
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